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Adler-Brooka theory might describe the tranaition.   Thia reeearch hae reaulted in 
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transition proceee.   An optical abaorption edge waa obeerved in the low temperature 
state and ita temperature dependence waa carefully meaaured.   The dependence of the 
semiconducting resistivity and the tranaition temperature on c-axis unlaxial stress 
waa alao determined. 

A theoretical analyaia of theee meaauremente and the recent theoretical and 
exp« > «mental work of other inveetigatora ia preaented in order to characterise the 
propertiea of the low and high temperature phases and the nature of the tranaition 
mechanism.   The high temperature atate appeara to have a partly filled conduction 
band and metallic conductivity.   The mean free path ie abort, however, and correlation 
effects are probably preeent.   The low temperature phase appears to be describable 
in terms of one electron band theory and is characlerlaed by the fact that the Id 
electrons are localised In pair bonds.   The mean free path ie ehort and correlation 
effects are preeent, but th« material is not a Mott insulator.   The me' surement of the 
temperature dependence of the energy gap shows that the number of carriers does not 
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and the pairing up of the electron« ar« celated to the change in cryetal «tructure    The 
changes in the phonon spectrum and the band structure are probably related sin< e the 
electron-phonon Interaction is large.   A mod«! relating the change in the phono 1 
epectrum to the change In the number of carrier« via «crooning effects is sug^ssted. 

1 

DD,3J473 
S/N   0101.807   Ö80I 

(PAGE   1) 
Unclassified 

Security Classification 

. «upmea ■■■■■'■ 
■ 



■   ■ 

Unclassified 
Security Classification 

KEY  WORDS 

Transition metal oxides 

Insulator-metal transitions 

Mott transitions 

DD FORM 
I  NOV «t 1473 {BACK) 

S/N   0101-807-6821 

Unclassified 
Security Classification A-3I409 



Office of Naval Research 

Contract N00014-67-A-0298-0012 

NR   -   017   -   308 

ELECTRICAL  AND   OPTICAL   PROPERTIES   OF   HIGH 

QUALITY   CRYSTALLINE   V204   NEAR   THE 

SEMICONDUCTOR-METAL   TRANSITION   TEMPERATURE 

By 

Larry A.  Ladd 

June 1971 

Technical Report No.  HP-26 

Technical Report No. ARPA-41 

Reproduction in whole or in part is permitted by the U. S. 
Government.    Distribution of this  document is unlimited. 

i 

The  research reported in this document was made possible through 
support extended the Division of Engineering and Applied    Physics, 
Harvard University, by the Office of Naval Research, under Contract 
N00014-67-A-0298-0012   and   by   the   Advanced    Research    Projects 
Agency   under   Contract   ARPA SD-88. 

Division of Engineering and Applied Physics 

Harvard University      Cambridge,  Massachusetts 

'^P D C 

JUL 29  1971       j 

KSlFrj-ivljJ 
c 

■ 



ABSTRACT 

The object of this research is to contribute to our knowledge 

and understanding of the electrical and optical properties of high 

quality crystalline V2O4. This material exhibits a phase change at 

65*0 which is accompanied by a change in electrical resistivity of 

five orders of magnitude which is often referred to as a semiconductor- 

metal transition.  Several theories had been suggested to explain 

the nature of this transition, but sufficient experimental evidence 

to determine which, if any, of these theories applied to V2O4 was 

not available at the time this research began.  In particular, it 

was not known whether or not V2O4 was a Mott insulator below the 

transition temperature, or whether a band theory approach such as 

the Adler-Brooks theory might describe the transition.  This research 

has resulted in experimental measurements and theoretical analysis 

which permit a tentative explanation of the transition mechanism to 

be made. 
V 

1 

In the course of this investigation high quality crystals were 

grown and their electrical and optical properties were measured. 

Crystals were grown which had a larger and sharper change in 

resistance than had been previously reported.  Their resistivity 

/ and optical transmission and reflection were carefully measured 

both above and below the transition temperature.  The resistivity 

was also measured during the transition process. An optical absorption 

edge was observed in the low temperature state and its temperature 

111 
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dependence was carefully measured. The dependence of the semi- 

conducting resistivity and the transition temperature on c-axis 

uniaxial stress was also determined. 

A theoretical analysis of these measurements and the recent 

theoretical and experimental work of other investigators is pre- 

sented in order to characterize the properties of the low and high 

temperature phases and the nature of the transition mechanism. 

The high temperature state appears to have a partly filled conduction 

band and metallic conductivity. The mean free path is short, how- 

ever, and correlation effects are probably present.  The low temper- 

ature phase appears to be describable in cerms of one electron band 

theory and is characterized by the fact that the 3d electrons are 

localized in pair bonds.  The mean free path is short and correlation 

effects are present, but the material is not a Mott 

insulator. The measurement of the temperature dependence of the 

energy gap shows that the number of carriers does not avalanche just 

before the transition temperature.  This allows the Adler-Brooks 

theory and several other theories of the transition to be eliminated. 

A thermodynamic analysis is performed which shows that the transition 

can be characterized as being due to the difference in Helmholtz 

function F=U-TS between two phases with different crystal structures, 

band structure and phonon spectrums.  The change in the band 

structure and the pairing up of the electrons are related to the 

change in crystal structure.  The changes in the phonon spectrum 

i 
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and the band structure are probably related since the electron- 

phonon Interaction Is large.  A model relating the change in the 

phonon spectrum to the change in the number of carriers via 

screening effects is suggested. 
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Chapter I 

INTRODUCTION 

The object of this research is to contribute to our knowledge 

and understanding of the electrical and optical properties of high 

quality crystalline V2O4. This material exhibits a phase chance at 

650C which is accompanied by a change in the electrical resistivity 

of several orders of magnitude which is often referred to as a semi- 

conductor-metal transition.  In the course of this investigation high 

quality V2O4 crystals were grown, their electrical and optical proper- 

ties were measured, and the effect of stress on their electrical 

properties was determined.  Based on these and other measurements the 

nature of the high and low temperature states and the nature of the 

phase transition are discussed. 

This chapter is concerned with describing how our program of 

research was motivated and what type of measurements we wanted to 

make.  Consequently only work which was published prior to the start of 

this project in 1966 will be mentioned, and later developments will be 

included in Chapter VI. The first section presents some background 

information on the problem of understanding the conductivity of 

transition metal oxides.  The next section considers semiconductor- 

metal transitions and discusses the experimental information which 

was available about materials which exhibited these transitions and 

the theoretical models which had been presented to explain these 

transitions when this work was bigun.  The Adler-Brooks model of the 

transition which appeared to have been successfully applied to V2O3 is 

, 

.  
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dlscussed In detail. The next section outlines the original plan of 

this research program and Includes the measurements we wanted to make and 

the theories we wanted to test. The last section of this chapter is 

a summary of the Information which was known about VsO* when this re- 

search began. 

A. Conductivity in Transition Metal Oxides 

In this section we will briefly discuss the failure of Bloch- 

Wilson band theory to adequately predict the extremely low conductivity 

of materials such as MnO or NiO, and we will consider whether the 

electron-phonon interaction or correlation effects could be responsible 

for the high resistivity of these materials. This section is not 

meant to be an exhaustive or complete review of the subject of con- 

duction in transition metal oxides, but rather is meant to acquaint 

the reader with some of the problems which we felt might arise in 

trying to understand the conductivity of V2O4. A more complete 

discussion of the conductivity of transition metal oxides can be 

found in the article by David Alder in volume 21 of Solid State Physics. 

In most discussions of the chemistry of the transition metal 

oxides, the bonding is assumed to be largely ionic [1]. In this case 

the oxygen 2p states become the bonding orbitale and the transition 

metal 4s states become the antibonding orbltals [1]. The splitting 

between these bonding and antibonding orbltals is approximately 20 eV, 

and the 3d levels are generally assumed to lie somewhere between the 

2 p and 4s levels [1]. The 2p levels would thus b full, the 4s 
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levels empty, and the 3d levels partly filled. If the bonding were 
I 

strongly Icnlc we would expect the 3d electrons to spend most of 

their time near the metal cations and the 3d energy levels could be 

described by crystal field theory.  For materials like NiO this 

type of behavior is experimentally verified by the fact that sharp 

crystal field absorption lines have been observed [2].  For the oxides 

of the transition metals near the titanium end of the 3d series, how- 

ever, there is evidence that the bonding is somewhat less ionic. 

Consider for example the LCAO calculation of the band structure of 

SrTi03 done by Kahn and Leyendecker [3]. They found that the cal- 

culated band structure was in agreement with measurements on SiTi03 

when the charge on each oxygen ion was -1.68e rather than the fully 

ionized value of -2e. This reduced the splitting between the oxygen 

2p levels and the titanium 4s levels from ~ 25 eV to ~ 11 eV.  The 

titanium 3d band was then found to be located ~ 3 eV above the oxygen 

2p band.  Although this calculation cannot be considered as definitive, 

it does give some idea of the ionicity and the position of the bands 

to be expected in the transition metal oxides near the titanium end 

of the series. When the bonding is only partly ionic, we expect that 

the unbonded electrons would only be partially localized on the cations 

and that the energy levels of these 3d electrons could be described 

by tight binding band theory.  In the rest of this section we will 

assume that the electrical and optical properties of the unsaturated 

3d transition metals oxides can be attributed to the properties of 

the partially filled 3d bands and that these bands can be described 



in a first approximation by using tight binding band theory. 

Let us now apply Bloch-Wilson band theory to MnO. This 

material is antlferromagnetlc and the room temperature resistivity 

of pure MnO is about IG15 Ü  cm. Each manganese ion has five 3d 

electrons remaining after satisfying the chemical bonds. The 

material has the NaCl structure above the Neel temperature and a 

distorted NaCl structure which Increases the size of the unit cell 

below the Neel temperature. An insulating state below TN can be 

explained in terms of band theory If one assumes that the exchange 

splitting is greater than the crystal field splitting. Each cation would 

then have two fivefold degenerate sets of levels separated from each 

other by an energy gap. The lower set of states would be full and 

the upper set empty. Above the Neel temperature, however, it is 

Impossible to explain an insulating state in terms of one-electron 

band theory.  In this case each cation has a lower t.  level which is 

sixfold degenerate and an upper eg level which is fourfold degenerate. 

The spin orbit splitting can reduce the degeneracy of these levels, 

but each level must remain at least twofold degenerate due to Kramer's 

theorem.  Thus above TN Bloch— Wilson band theory predicts that MnO 

should have a partly filled band and should therefore be metallic. 

In the rest of this section we will consider the possible explanations 

of the fact that Bloch-Wilson band theory cannot be used to describe 

the properties of some transition metal oxides, such as MnO. 

It was first realized in 1937 by DeBoer and Verwey that there 

were some materials such as NiO which did not obey the predictions of 
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Bloch-Wilson band theory [4], They offered the qualitative explanation 

that the electrons were localized by the high potential barriers 

between cations.  A mechanism for such a trapping of electrons in polar 

crystals by the formation of polarons was suggested by Gurney and Mott 

[5].  In 1938 Wigner introduced the electron-electron interaction S^/T-IZ 

into the problem. He argued that the electrons potential energy would 

be larger than their kinetic energy at low densities and that the 

potential energy would be lowest if the electrons were localized in a 

periodic non-conducting array.  In 1949 Mott discussed the case of a 

cubic lattice of one electron atoms with a variable lattice constant 

d, and he gave arguments that for large values of d the material 

would be an insulator and for small values of d a metal [6]. He 

showed that when d becomes large, the potential energy arising from 

the electron-electron interaction becomes quite large and cannot be 

included as a small correction to the electron energy which results 

from the periodic potential.  Consequently, one-electron band theory 

is not a suitable description of the material and an insulating state 

can arise when d is large.  We thus have two possible explanations of 

the low conductivity of materials such as MnO or NiO: polaron effects 

and electron-electron correlation effects. 

Let us consider how polaron effects could modify Bloch-Wilson band 

theory. A small polaron car be considered to be an electron which is 

trapped in the potential well which arises from the distortion of the 

lattice around the electron.  Polarons generally only occur in ionic 

materials where the electron-lattice interaction is large.  In ionic 



crystals the electrons interact most strongly with longitudinal 

optical phonons and an electron-phonon coupling constant a which 

measures the strength of this interaction can be defined by 

-I* 
e2 a 2ft a^ 

2m%) ir-t) »  no     O' 
[7]. 

o' 

In this expression <JL>    is the  longitudinal optical phonon  frequency, 

e  is  the frequency dependent dielectric constant,  and m* is the ef- 

fective mass given by Bloch-Wilson band theory.    The factor  (e'1   - e'1) 
00      O 

is present because we are interested only in the ionic contribution to 

the electron-lattice interaction.  In the large polaron or weak coupling 

limit where Ct < 1, the phonon self energy is given by E » -Offtco and 

the polaron effective mass is given by m = m*(1 + ^ a) [7].  In the 

strong coupling or small polaron limit where 0! > 10, Holstein has shown 

that at low temperatures a polaron band exists whereas for temperatures 

above one half the Debye temperature the quasi-particle bandwidth has 

effectively shrunk to zero and the polarons are essentially localized 

[8]. At low temperatures the polaron effective mass is given by 

1  4 
m ■ m* -r— a which may be quite large and the polaron self energy is 

2 
given by E ■ -0.1 Crfio) [9]. At high temperatures the conduction 

which occurs will be by diffusive hopping between adjacent sites rather 

than by the correlated motion described by band theory and so the 

mobility may be quite small [8].  Thus at either low or high temperatures 

small polaron theory is capable of lowering the mobility of the con- 

duction electrons, but polaron theory is not capable of producing an 

energy gap in a material that would otherwise have a partly filled band. 

Thus it is unlikely that polaron theory by Itself could account for the 

extremely low conductivity of materials like MnO. 
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Let us now consider how correlation effects could modify Bloch-Wilson 

band theory.  First let us note that Bloch-Wilson band theory is based on 

the Hartree-Fock method in which a single particle wave function is solved. 

In writing the Hamiltonian for a single electron, the assumption is made 

that the energy of an electron resulting from its interaction with all other 

electrons can be derived from the periodic potential caused by the other 

electrons average distribution of charge.  If we consider the case of a crystal 

which is composed of atoms whose outer shell has one s electron and which has 

one atom per unit cell, then Bloch-Wilson band theory would predict that the 

crystal is metallic because it has a half filled band.  Now let us uake the 

assumption that we are dealing with a material that has narrow bands and where 

the tight binding or Heitler-London approximation is appropriate.  In this 

case the overlap between orbitals will be small and the electronic energy 

levels will not be too different from the atomic energy levels. Consider 

now a particular atomic site at which is located an electron with energy Eo- 

A second electron placed at the same site will have an additional energy AEC 

since a Coulomb repulsive force will have to be overcome in order to place a 

second electron on the same site.  If the bandwidth A is less than AEC, then 

at 1*0 there will be two bands, one full and one empty.  The splitting AEC 

between the bands arises because the energy of each electron depends on whether 

or not there is another electron on the same site. This interaction cannot be 

reduced to an effective potential energy term V(r) as is required by the 

Hartree-Fock method.  Thus this interact:ion cannot be Incorporated into Bloch- 

Wilson band theory.  As Mott has pointed out, these correlation effects be- 

come more important as the lattice spacing is increased, and Kohn has given 

a formal proof that for large enough d, a one dimensional array of mono- 

valent atoms is non-conducting [10]. 
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Hubbard has considered the case of a partially filled s band 

for which the Hartree-Fock problem has been solved.  He has explicitly 

introduced correlation effects into band theory by considering the 

following simple Hamiltonian 

H = £• -^ T, . C.c.„  + U E, n, .n. . 
ijff ij  icr ja     i it il 

which is written in the Wannier representation where i and j represent 

lattice sites and c represents spin. The first term is the normal 

Hartree-Fock term and the second term is the correlation term. The 

2 
constant U = (ii(—|ii) is the Coulomb matrix element for electrons on 

the same site.  Thus U represents the Coulomb energy necessary to place 

two electrons on the same site, and the second term in the Hamiltonian 

just counts the number of doubly occupied sites and multiplies by U. 

This Hamiltonian thus only includes intra-atomic Coulomb interactions 

and ignores all nearest neighbor and longer range Coulomb interactions 

which are also important. 

In the atomic limit of zero bandwidth this problem can be solved 

exactly by means of retarded and advanced Green's functions [11]. 

Two energy levels are found to exist for adding the next electron, one 

at energy 0 with weight proportional to the number of unoccupied atoms, 

and one at an energy U with weight proportional to the number of atoms 

already containing an electron of opposite spin. This is the sort of 

behavior that we would intuitively expect. 

i For the case of wider bands, the problem becomes quite difficult 

mathematically and only approximate solutions are possible. Hubbard 
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has written several papers analyzing the behavior of this Hamiltonian 

[11, 12, 13, 14].  He finds that as the Hartree Fock bandwidth increases 

from zero, the two energy levels described above broaden into bands. 

For the special case of parabolic bands he found by an approximation 

method that when the bandwidth A was such that OVU) = 2/v3, the se- 

paration between the bands is reduced to zero as is shown in Figure 

1-1 [13].  Similar results have been obtained by Gutzwiller [15] and 

Kemeny [16]. We thus expect that correlation effects can give an 

insulating state for narrow band materials with large values of U. 

Since as we have already mentioned, the transition metal oxides near 

the nickel of the series are thought to have narrow bands, these cor- 

relation effects may account for the insulating behavior of materials 

such as NiO or MnO. 

B.  Transition Metal Oxides with Semiconductor-Metal Transitions 

There are several transition metal oxides which undergo phase 

changes which are accompanied by large discontinuities in resistivity. 

This phenomenon was first observed by Foex in 1948 on powdered samples 

of VgOs which exhibited a sharp change in the resistivity and the sample 

volume near 1400K [17]. Morin observed transitions in single crystal 

samples of V203, V2O4, VO, and TigOs in 1958 and reported the data 

shown in Figure 1-2 [18].  Since then several other transition metal 

oxides and sulfides have been found to exhibit similar behavior [1]. 

At the time that this work began, V2O3 was the material which had 

been studied in the most detail and had been shown to have a change 

■.    ' . 
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FIGURE 1-1    Pseudopartlcle band structure as a function 
of the ratio of bandwidth A to intra-atomic Coulomb 
matrix element U for the case of a single s band.   (After 
Hubbard [13]). 
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in resistivity by a factor of 107 near 1400K by Feinleib and Paul 

[19, 20]. This material undergoes a phase change which is accompanied 

by a latent heat and a change in the crystal structure at the tran- 

sition temperature [19, 20]. Notice in Figure 1-2 that the temperature 

dependence of the resistivity in the low temperature phase is like 

that of an intrinsic or lightly doped semiconductor and in the high 

temperature phase is like that of a metal. Optical transmission 

measurements made on the material in the semiconducting state were 

suggest! 'e of an energy gap of about 0.1 eV [19]. 

When this research began, there were several theoretical models 

which had been presented to try and explain semiconductor-metal tran- 

sitions in transition metal oxides. Slater had proposed that a half 

filled band could be split into a filled and an empty band by anti- 

ferromagnetism [21]. This theory would require that the low temperature 

phase was antiferromagnetic and that the transition temperature was 

the Neel temperature. Mott had shown that if the lattice spacing of 

a material was reduced then a sharp semiconductor-metal transition 

could occur as the result of exciton effects [6], but the transition 

metal oxides which have these transitions do not luve negative co- 

efficients of thermal expansion. Hubbard has shown using the Hubbard 

Hamiltonian model that a material is a Mott insulator if C£/ü) < 1.2 

where as was defined above A is the bandwidth and U is the Coulomb 

energy of two electrons on the same atom [13].  If CA/U) is an increas- 

sing function of temperature, then a semiconductor-metal transition 

could occur at the temperature where A/U reaches a critical value. 

'■ 
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This model, however, does not predict a sharp transition. Another 

possibility is that the critical value of (A/U) is temperature de- 

pendent.  In any case it is certainly possible for correlation effects 

to produce a semiconductor-metal transition. Goodenough has postulated 

that the transition can arise from the formation of homopolar bands 

between the cations at low temperature [22]. He has also suggested 

that the distortion which occurs in the crystal structures of V2O4 and 

VgO^  is compatible with cation pairing at low temperatures.  For V^O* 

in particular the c-axis cations which are evenly spaced for T > T are 

quite unambiguously paired up for T < T with spacings alternating 

between 0.265 nm and 0.312 nm.  Considering the number of available 

electrons per cation, we find that such bonds could account for the lack 

of metallic conductivity at low temperatures of both materials. 

Another simple model of a semiconductor-metal transition is band 

overlap.  If a bandgap existed which had a large negative temperature 

coefficient, then the conductivity of the material would increase 

rapidly as the band gap reduced to zero and became negative.  This 

would, however, produce a gradual transition.  If excitons were 

produced -- as Mott has suggested [6] -- the transition would be 

sharpened somewhat, but this still would not produce a sudden tran- 

sition where the resistivity changed by several orders of magnitude. 

Polarons were discussed in Section A,and we noted that polaron 

conductivity is by polaron bands at low temperatures and by polaron 

hopping at high temperatures.  Thus the only type of a transition 

that could be produced by polaron effects is from a state with low 

mobility at low temperatures to a state with even lower mobility at 
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high temperatures. This 1» exactly the opposite behavior from that 

observed In materials like V2O3 and shows that the transition Is not 

caused by polaron effects. 

We will consider a theory of the semiconductor-metal transition 

which was presented by Adler and Brooks In some detail [23, 24].  This 

theory assumes that ordinary band theory Is appropriate and that the mate- 

rial has a band gap In the lower temperature state which Is given by E <■ 

(E )o-ßn where (E ) Is the band gap at T»0, n Is the carrier concentration 

In the conduction band, and ß Is a constant. Thermodynamlcally It can 

be shown that such a relationship Is always valid at low temperatures 

if the band gap has any stress or pressure dependence [25]. If the 

value of (3 Is large enough, Adler and Brooks show that a semiconductor- 

metal transition can result. They also show how a large value of ß can 

occur In a material where the semiconductor-metal transition Is ac- 

companied by a crystalline distortion which results in a pairing up of 

the cations below the transition temperature. 

Let us sketch out some of the features of their theory by consider- 

ing a one dimensional chain of hydrogen atoms which are paired up as is 

shown in Figure 1-3.  If the potential at each atom is considered to 

be a negative delta function, then the band structure can be calculated 

and is shown in Figure 1-3. When the distortion parameter e = 0, we 

have a half filled band, and when e / 0 a gap is Introduced in the 

density of states. When the bandwidth is small, it can be shown that 

an energy gap proportional to € is produced. Since filled states are 

lowered in energy and unfilled states are raised, we see that the 



-■ - 

-15- 

Undistorted Lattice 

Distorted  Lattice 

—H-§--€0  h-75- + «a —^%--€Q k~ 

-12ir 

€ = 0.15 

< = 0.10 
« =0.05 

« = 0 
« = 0.05 

« =0.15 

-3  -2   -1 
Wavevector   ka 

FIGURE 1-3    The distortion parameter  « and 
the dependence of E(k) on « in one dimension 
as calculated   by Adler and Brooks [231. 

     



•16- 

distorted configuration has the lower energy and is more stable. If we in- 

vestigate the nature of the wave functions in the two bands, we find that 

the lower band is a bonding band and the upper band is an antibonding band. 

If we now assume that the distortion e is caused by the formation of chemi- 

cal bonds, then the distortion will be proportional to the number of bonded 

electrons, or e» eoM - «1 where n is the number of electrons in the con- 

duction band and N is the number of states in the conduction band. We can 

thus say that E ~ € ~ (1 - r:) or E ■ (Eg)o- ßn« Adler and Brooks have also 

shown that a similar carrier dependence of the energy gap can arise from 

antiferromagnetism [23,24]. 

Let us now consider the consequences of such a carrier dependent ener- 

gy gap.  Qualitatively one can argue that as the temperature Increases, the 

number of carriers in the conduction band Increases end this in turn causes 

the band gap to shrink. But a smaller band gap also causes the number of 

carriers in the conduction band to increase. Thus -rr increases with tem- 

perature and at a critical temperature To, HT "* 0D and the band 8aP dis- 

appears suddenly which gives rise to a semiconductor-metal transition. 

At the same time as the temperature increases from about 0.8 To to To, 

the energy gap shrinks by perhaps 25^ or more. Adler and Brooks have 

shown rigorously that such behavior does occur for the case of narrow 

band materials where the bandwidth is less than the band gap at T = 0. 

They have also shown that the ratio (Eg)o/kTo is an increasing function of 

bandwidth and that their narrow band analysis is valid up to the point 

where (Eg)o/kTo ~ 10. In the narrow band limit they have also shown 

that the ratio (EO)Q/VTO  is a constant independent of external stress 
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d ton®, )o 
or pressure.    They thus predict that  -j     should be equal  to 
d fri(To) 
—j  where x is an external parameter such as stress or pressure. 

This theory has been applied to VaO^ and was found to be in 

good agreement with the measurements of Feinleib and Paul [19, 20]. 

Using the X-ray data of Warekois [26], the low temperature distortion 

of V2O3 was interpreted by Goodenough [22] as resulting in a pairing 

up of each cation with two other cations. Thus it was reasonable to 

investigate whether the Adler-Brooks theory is applicable. Using the 

value of 0.1 eV for the energy gap which was estimated by Feinleib 

and Paul [20],the ratio (Eg)o/kTo was found to be 8.3 which means 

that the narrow band analysis is appropriate.  Feinleib and Paul 

measured the uniaxial stress and hydrostatic pressure dependence of 

the transition temperature and the resistivity.  If the mobility is 

assumed to be relatively independent of stress and pressure, then the 

ratio (Eg)o/kTo is found to be unchanged by the application of either 

stress or pressure. Thus the predictions of the Adler-Brooks theory 

were found to be confirmed by these measurements on V2O3. 

The above original version of this theory has been generalized 

to consider the transition from a thermodynamic point of view, and two 

types of transitions have been found to be possible [23].  If the free 

energy of the metallic state does not fall below the free energy of 

the semiconducting state for temperatures below To, then a second order 

transition similar to that described above occurs at TQ.  There is 

also, however, the possibility that a first order transition will occur 

at some temperature T < T if 'ehe  free energy of the metallic state 
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falls below the free energy of the semiconducting state at T . They 
c 

have shown that a crystalline distortion induced transition is only 

expected to occur for narrow band materials for which the ratio 

(Eg)o/kTo < 10 and that such a transition is expected to be first 

order and to occur at a temperature T slightly below T0. This re- 

fined analysis was still in accord with the interpretation that the 

transition in V2O3 is a crystalline distortion induced transition 

since the transition is first order and the ratio (Eg)o/kT0 was esti- 

mated to be approximately 8.3. 

Although the above interpretation of V2O3 seemed very reasonable 

at the time this research began, it should be noted that recent ex- 

periments show that V2O3 is antiferromagnetic below the transition 

temperature.  Reexamination of the optical data also shows that the 

energy gap can be interpreted to be as large as 0.3 eV.  Thus, if we 

still want to apply the Adler-Brooks theory to V2O3, the theory would 

have to be modified so that the band gap could be considered to arise 

from both antiferromagnetism and the crystalline distortion, and the 

optical, stress, and electrical measurements would have to be reinter- 

preted. 

We see that there were several theoretical ideas which had been 

presented to explain semiconductor-metal transitions in materials 

like V2O3.  We felt that the models which might fit the experimental 

data on V2O3 were the antiferromagnetism model of Slater, the model of 
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a correlation induced transition, Goodenough's cation pairing model, 

and Adler and Brooks model of a carrier dependent energy gap.  Of all 

these models, the Adler-Brooks model was the only one which could be 

quantitatively tested, and we felt that a test of this theory on 

another material would be a very suitable research project.  The next 

section deals with the original plan of this investigation. 

C. Design of Our Research Program 

This renearch program was designed to investigate the semi- 

conductor-metal transition in a transition metal oxide. We wanted 

to be able to characterize the nature of the high and low temperature 

states and also to try and understand the dynamics of the transition. 

In particular, we wanted to test the Adler-Brooks theory of the 

transition since this theory seemed to be very promising. 

In order to begin this investigation we needed high quality 

crystals of a material that exhibited a semiconductor-metal transition, 

and we wanted to pick a material where the Adler-Brooks theory seemed 

likely to apply. This limited the initial selection to VO, V2O3, and 

V2O4 [27],  There were no commercially available crystals of any of 

these materials which were of high quality, and so we decided to grow 

our own samples. The material V2O4 was picked since it had a con- 

venient transition temperature of 65°C and since it seemed to be the 

easiest of the three materials to grow. It had also been suggested 

that the Adler-Brooks theory might apply to V2O4 in the narrow band 

limit so that a quantitative check of the theory might be possible [27], 
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Once high quality crystals were available we wanted to make 

careful measurements of the resistivity. We thought that both the 

temperature dependence of the resistivity above and below T and 

the shape of the resistivity versus temperature curve during the 

transition might be informative. 

We hoped to make both reflectivity and transmission measurements 

on high quality samples. The reflectivity measurements would help us 

to compare and characterize the high and low temperature states^ and 

transmission measurements would enable us to determine the band gap 

in the low temperature state. We also hoped to measure the temperature 

dependence of the energy gap as a direct check on whether the Adler- 

Brooks theory of the transition applied to V2O4 and more generally to 

see if the energy gap disappeared suddenly at Tc. 

We wanted to make stress and pressure measurements since we knew 

that the dimensions of the crystal axes changed at the transition 

temperature and we thought that some interesting effects might possibly 

occur.  We planned to measure the stress and pressure dependence of 

the transition temperature and the resistivity. In the process we 

would also be able to see if the ratio (Eg)o/kTo was independent of 

external stress and pressure as is predicted by the Adler-Brooks 

theory. 
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D.  Preliminary Information About V2O4 

This section will be a summary of the information we had about 

V2O4 when this investigation began. A semiconductor-metal transition 

at 3i|-0oK was first observed in V2O4 by Jaffray and Dumas in 1953 [28]. 

In 1958 Morin reported resistivity measurements on small single crystals 

of V2O4 which were grown hydrothermally [18], the data for which are 

shown in Figure 1-2. Larger crystals which show a change in resistivity 

by a factor of 104 at the transition temperature were grown by Sasaki 

and Watanabe [29] and by Sobon and Greene [30]. The latent heat had 

been measured with values reported between 700 and 1000 cal/mol [31]. 

Magnetic measurements had failed to show any evidence of antiferro- 

magnetism [31, 32, 33]. The pressure dependence of the transition temper- 

ature was known to be quite small [34, 35], and the pressure dependence 

of the semiconducting resistivity had been measured [3^]. The phase 

diagram and phase boundaries had been determined for the phases between 

V2O3 and V2O5 by electrical and magnetic measurements [32, 36]. The 

X-ray lines observed for phases between V and V2O3 had been reported 

by Wilhelm and Krimm [37] and the X-ray analysis for the phases between 

V2O3 and V2O4 had been reported by Andersson [38]. A total of eleven 

phases had also been shown to exist in the composition range from VO 

to V2O5 by Andersson [38]. 

The crystal structure of the low and high temperature phases 

had been determined by Andersson [39] and Westman [kO],    Westman had 

also shown that the structural transitions occur at the same temperature 

as the electrical transition. Figure 1-k  shows the crystal structure 
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FIGURE 1-4    The crystal structure of V204 In the 
high temperature rutile phase.   Distances are in angstroms. 
(After Westman [40 ]). 
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in the high temperature rutile phase. Notice that the vanadium 

atoms form a body centered tetragonal structure. The vanadium atoms 

in the body center position are surrounded by six oxygen atoms which 

form a distorted octahedron.  From the bonding distances which are 

included in the figure we can see that the distortion of the octa- 

hedron is not too great. The environment of the body center and the 

corner cations is identical except for a rotation of 90° around the 

c-axis.  Every oxygen atom has four nearest neighbors -- one oxygen 

and three vanadium atoms. 

Below the transition temperature the size of the unit cell is 

doubled and the crystal axes are different.  Figure 1-5 shows the re- 

lation between the crystal axes in the high and low temperature 

structures. The displacement of the vanadium atoms when the temperature 

is lowered through the transition is also shown [41]. The vanadium atoms 

move more than the oxygen atoms and the pairing up of the vanadium 

atoms is the biggest change.  Below T the spacing of alternate pairs 

of vanadium atoms along the rutile c-axis is 0.265 nm and 0.312. 
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FIGURE 1-5    The relationship between the high temperature 
rutile and low temperature monoclinic structures.   The 
displacement of the vanadium ions in the transformation is 
shown.   (After Magneli and Anderson C41],) 

■ 
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Chapter II 

CRYSTAL GROWTH 

The growth of V2O4 single crystals suitable for optical and 

stress measurements was one of the central problems of this thesis. 

Crystals were quickly grown by the slow cooling method which were 

not thought to be large or strong enough for these measurements. 

While efforts were being made to grow better crystals by this 

method and by the vacuum reduction method, apparatus was designed 

and built to make measurements on small samples.  We were ulti- 

mately successful in growing crystals which could be measured with 

our new apparatus. 

This chapter will discuss the methods of growing V^C^ crystals 

which have been reported by others and the methods that we used. 

These methods are evaluated in terms of how easily single crystals 

with good mechanical and electrical properties can be obtained. 

Since we were studying the semiconductor-metal transition in 

V2O4, we wanted crystals which had a sharp transition and a large 

discontinuity in resistance.  The ratio of resistances in the 

semiconducting and metallic states, R/R , will be referred to as 

the resistance ratio. 

Crystal growth is a complicated process, with many variables, 

and we were more concerned with obtaining crystals which were 

satisfactory for our purposes than with investigating in detail 

the growth process. Thus our work on crystal growth gives 
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Information on how to grow high quality V2O4 crystals, but we do 

not pretend to have exhaustively analyzed the conditions of growth 

or to have optimized all the growth parameters. 

A.  Previous Methods of VgC^ Growth 

Much of the earlier work on V2O4 was done by studying powder 

samples or sintered bars.  For X-ray analysis or magnetic suscep- 

tibility measurements this is satisfactory, but single crystals are 

desirable for electrical or optical measurements. Before this re- 

search began, there were four main methods which had been used to 

grow single crystals of V2O4. We were able to modify one of these 

methods to give crystals which were better in terms of the criteria 

mentioned above than any previously reported. These four methods 

will now be discussed. 

1. Hydrothermal Growth 

The original paper by Morin [1] describing transition metal 

oxides with semiconductor-metal transitions included V2O4. These 

samples were grown hydrothermally at Bell Telephone Laboratories 

by Guggenheim [2]. Two terminal resistivity measurements were 

made on samples 0.1 mm on a side.  The resistivity ratio R /R was 

almost 100 at the transition temperature of 350aK. There was a 

hysteresis of about 20*0 and the transition temperature varied by 

about 150C for different samples.  See Figure II-1. 

The hydrothermal technique involves growing crystals at high 

temperatures and pressures in sealed pressure systems. Many 
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materials are more soluble in common solvents such as acids and 

bases when the temperature and pressure are increased. The 

nucleation and growth processes are also quite sensitive to 

temperature and pressure. The usual technique consists of having 

undissolved nutrient material sitting at the bottom of a solvent- 

filled pressure system. The top of the container is kept cooler 

than the bottom so that the nutrient material goes into solution 

and migrates by convection currents to the top of the container 

where it is deposited on seed crystals.  Quartz crystals several 

inches long can be grown in NaOH at a rate of 1 tm/day  in this 

manner when the pressure is 2000 atmospheres and the temperature 

is 350oC. 

V2O4 crystals were grown by putting a mixture of V2O3 and 

V2O5 powder in the bottom of the container and then filling it 

with NaOH. The temperature was 400°C at the bottom and 380°C at 

the top, and the pressure was 1330 atmospheres. In ten days, dark 

blue octahedral crystals of size up to 0.8 mm on an edge were 

grown. The apparatus to maintain 1330 atmosphere and 400oC for 

several days is both expensive and hard to keep running. Fortunately, 

the methods described below give better crystals and are easier to 

work with. 

2.  Slow Cooling of Vg04 iti a VgOg Flux 

Sobon and Greene [3] grew crystals of V2O4 by a slow cooling 

method.  V2O4 was dissolved in molten V^0S  and the solution was 

c 
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cooled slowly from lOOO'C to 7000C where the V-f}5  solidified. The 

solubility of the V2O4 increases with temperature and so if the 

solution is saturated at 10000C, crystals will grow as the temper- 

ature is lowered. The VgOg flux was contained in a platinum 

crucible, and after the run was over the V2O4 crystals were recovered 

mechanically from the solidified V2O5. No reaction was reported 

between the platinum crucible and the Va05 flux. When a mixture of 

2556 V^CU and 75^ VaOg was used and the cooling rate was ^0C/hour, 

they reported single crystals of size up to 2 mm X 2 mm X 10 mm 

which had a resistivity ratio R_/R = 3 103. The crystals were s   m 

prismatic bars with the tetragonal c-axis  in the long direction. 

The transition temperature was 3^30K.    No details as to the strength 

of the crystals or hysteresis at the transition were reported. 

3.    Vacuum Reduction of V^)B to V2O4 

Sasaki and Watanabe  [4] placed V^Os  in a platinum crucible in 

a furnace at 1000"C and flowed oxygen-free nitrogen gas past the 

crucible for one week.    The oxygen partial pressure was low enough 

so that the reaction 2 VaOg -> 2 V^i^ + 02t occurred.    Once the y&s 

became saturated with V^04,   the additional V2O4 which formed was 

crystallized out of solution.    The crystals were mechanically 

separated from the V205 flux.    Prismatic crystals of size up to 

0.5 mm X 0.5 mm X 3 mm were obtained which had a resistance ratio 

R /R    = 6  103.     The  transition took place  over  a temperature  inter- 

val of 0.5oC.     No data were reported on hysteresis.     See Figure II-l. 
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k.    Methods Used to Grow VjjOj,  Needles 

Needles of V204 0.1 mm X 0.1 nun X 3 mm in size were grown by 

heating Vs0^  powder at 850oC in a vacuum for one day [5]. The 

needles had a resistivity ratio R /R = 104 and the transition oc- 

curred over an interval of 0.10C.  For increasing temperature the 

transition took place at 3390K and there was as much as 150C 

hysteresis. 

Bongers [6] developed a vapor transport method which gave 

small needles of VgO,*.  A sealed quartz tube was filled with HCl 

vapor at a pressure of 20 mm of Hg and 0.5 grams of V2O3 were placed 

at one end. The V203 was heated to 1100
oC for 10 days while the 

other end was kept at a temperature of 8500C.  Small needles of 

^04 grew at the cold end and could be removed after cooling the 

tube. The crystals were prismatic bars of maximum size 0.3 mm X 

0.15 mm X 6 mm. They had a resistance ratio R /R = 104.  No in- 

formation was given on hysteresis or the mechanical properties of 

the crystals. 

5.  Comments on the Above Methods 

When we began this research project, we felt it would be con- 

venient for us to try only methods two and three above. Most of 

the apparatus for the slow cooling method was available in the 

laboratory, and this method had yielded large V204 crystals with 

good electrical properties in terms of the previously mentioned 

criteria.  The vacuum reduction method also seemed to be promising 

■ - ■■ 
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since it looked to be fairly easy to try and gave high quality 

crystals. The hydrothermal method did not seem at all attractive 

due to the experimental cost and difficulty and the poor quality 

of the crystals produced. The methods used to grow needle-like 

crystals were rejected since we needed much larger samples than 

it seemed likely we could produce by these techniques. We thought 
\ 
I 

that both the slow cooling and the vacuum reduction methods could 

be modified to change the growth conditions and grow better crystals 

than had been previously reported. 
I 

B. Growth by Slow Cooling of Va04 in a Vg05 Flux 

Our best crystals were grown by the slow cooling method. A 
I 

solution of Ve04 in molten V205 is cooled slowly from 1050
oC, and 

the V204 crystallizes out of solution as the temperature is lowered. 

The 7^4 crystals then have to be reclaimed from the V205 flux 

which solidifies at 700oC. This method requires a suitable furnace, 

a temperature controller, crucibles to contain the V20s, a way to 

reclaim the V204 crystals from the flux, and a way to evaluate the 

quality of the V204 crystals produced.  In this section each of the 

above will be discussed. 

A suitable furnace was available in the laboratory. It is 

constructed out of firebricks, has glo-bar heating elements, and 

it will operate to a temperature of 1100oC.  The hot chamber is a 

completely enclosed cylinder 7.5" high by 3.75" in diameter. 

Figure II-2 shows the location of the heating elements, the hot 
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Top View of Furnace- 
Sectioned in the Middle. 

Heating  Element 

Firebrick 

Furnace 
Lid 

Alundum Hot Chamber 

Side View of Furnace- 
Sectioned in the Middle. 

(Only one Heating Element 
is Shown.) 

FIGURE 1-2    The furnace used for V2O4  crystal growth. 
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chamber, and the access lid.  The heat enters from the sides, but 

since the chamber walls radiate strongly above 700oC, there are 

only small temperature differences of l0oC or less within the hot 

chamber.  Temperatures are measured by placing a chrome1-alumel 

or platinum-platinum 10^ rhodium thermocouple through the lid of 

the furnace into the middle of the hot chamber. 

The desired cooling rate is maintained in the furnace by the 

following temperature control system: a proportioning cam program 

controller produces an error signal by comparing a reference voltage 

to the voltage produced by the thermocouple in the furnace [7]. 

The reference voltage is produced by a cam which can be programmed 

as desired. The error signal is processed by a proportioning 

control unit [8,9]. There are adjustments to control the time 

constant and the sensitivity, and to correct for the integrated 

error signal in order to get smooth accurate temperature control. 

We have a rebuilt unit and sometimes there were temperature fluctu- 

ations of up to + 30C in the furnace.  The cooling rate is about 

30C/hour, so this is a fairly large fluctuation.  The output of 

the proportioning control unit goes to a silicon-controlled-rectifier 

power supply which drives the furnace [9].  The furnace requires 

about 1 kilowatt of power to reach 1100oC.  In order to reduce noise 

in the building, a special circuit which only turns the silicon- 

controlled rectifiers on or off at zero voltage had to be installed 

[10].  This unit has a timing circuit which is based on 100 cycles 
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of line voltage.  If the proportional control unit calls for k5fi  of 

full power, then the circuit will alternately turn on the heater 

current for 45 cycles of line voltage and turn off the heater current 

for 55 cycles of line voltage. All the switching is done when the 

instantaneous value of line voltage is zero. 

Sobon and Greene grew their crystals in platinum crucibles. 

We at first tried growth in quartz tubes, but since Vs05 is  a de- 

vitrifying agent for quartz we were somewhat constrained from mak- 

ing long runs at high temperatures. We wished to use a high initial 

temperature in order to get more V2O4 into solution before growth 

began.  It was found that if a starting temperature of 1050oC was 

used and the growth period was 5 days, 2 mm thick quartz tubing 

would be half eaten through.  For longer runs, a lower starting 

temperature had to be used.  Using quartz tubes had the advantage 

that we could vary the crucible size and shape easily and we could 

remove the crystals by breaking the crucible if necessary. We also 

made some growth runs using platinum crucibles inside of quartz tubes. 

We prepared the quartz crucibles from a 6" length of 16 mm X 

20 mm tubing.  One end was sealed and a 6" length of smaller quartz 

tubing was joined to the other end. A mixture of 25^ V2O4 and 7556 

V405 was poured into the crucible until it was filled to 1" from 

the top of the big tube. The crucible was then evacuated with a 

mechanical pump and heated to drive off water vapor.  Some glass 

wool in the vacuum lines kept the powder from getting into the pump. 

The small quartz tube was then sealed under this vacuum close to 
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the end of the big tube.  We used VS0S  powder from Fisher Scientific 

which was 99.9$ pure and VgO^  powder from Alfa-Inorganics which had 

about 2$ impurities. After the runs the V205 flux filled the bottom 

1.5" of the tube. The tube was green and scaly where it was in con- 

tact with the flux.  Fortunately, this process produces good, pure 

V2O4 crystals.  The impurities seem to be segregated in the V2O5 

flux by selective crystallization. 

Some of the smaller crystals from a platinum crucible growth 

run whose larger crystals had typical values of T and R /R were 

analyzed spectrographically by the Jarrell-Ash analytical laboratory 

in Waltham, Massachusetts. The impurity level was found to be less 

than 10"3$ for all impurities with the possible exception of silicon. 

The 10"2$ level of silicon which was detected may be due to small 

quartz chips which were mixed in with the crystals which were 

analyzed. These chips can get into the crucible during the tube 

cutting operation. A small quartz chip could have easily been over- 

looked among the crystals which were analyzed. A recent paper claims 

that a level of silicon impurities too small to be measured by 

spectroscopic analysis can increase the resistance ratio R /R by a 

factor of ten [11].  The authors grew their crystals in a V2O5 flux by 

vacuum reduction and claim that adding a small amount of silicon to 

the flux increases the resistivity ratio of their samples from R /R m 

= k  103 to R /R - k  104.  It is possible that this effect may be 
s m r J 

present in our samples, but somewhat unlikely since we obtain the 
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same resistivity behavior for samples grown in platinum crucibles 

and for samples grown in quartz tubes. A typical platinum crucible 

growth run was also chemically analyzed for the vanadium content 

at the Massachusetts Institute of Technology central analytical 

laboratory. The stoichiometry was shown to be V£+,x04 where 

|x| < 0.02. 

When we began crystal growth two methods had been reported 

for separating the V204 crystals from the V205 flux: mechanical 

separation and dissolving the V205  with dilute ammonia. We have 

made two improvements in this area. First, when the slow cooling 

run is almost over and the temperature is about 700oC, the tube is 

turned upside down and allowed to cool to room temperature in the 

turned off furnace. The V2O5 runs to the bottom of the tube and 

the V204 crystals remain attached to the walls at the tope of the 

tube.  Some V205 remains on the crystals due to surface tension 

and viscosity effects. This can be removed by a solution of H202 

and HNO3 in water. The tube is cut open and the end with the 

crystals is placed in a 200 ml beaker of water. About 10 ml of 

305t H202 and 10 ml of concentrated HNO3 is added. V205 will 

dissolve in HNO3, but the addition of H202 speeds up the process. 

After a few hours the reaction is complete and the solution is 

completely reacted and must be renewed. After three or four soak- 

ings the V204 crystals are lying freely at the bottom of the tube. 

The usual result is a few large and fairly weak crystals of size 

ImmXimmXlOmm and many smaller and stronger crystals. They 
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were nearly always rectangular bars which had shiny natural faces 

and prismatic ends. The long direction is the tetragonal c-axis. 

Figure H-3 shows the crystals from one run. 

In evaluating the crystals, we were quite interested in size 

and strength. We originally felt that we needed crystals of 1 mm 

width to make the transmission measurements, but we found that we 

were able to measure samples that were somewhat smaller.  Clearly 

we wanted as strong samples as possible for measurements under uni- 

axial stress. Crystalline Va04 is quite hard and strong, and the 

problem is to get a sample with no voids or flaws.  Growth was 

fastest along the c-axis, and so quite often there were narrow 

cavities in this direction.  There was also a problem of poly- 

crystallinity and faults in the crystal structure.  For this reason, 

most of the larger crystals which we grew were weak and broke up 

into many smaller and stronger crystals. 

Since the purpose of this investigation was to try to under- 

stand the nature of the semiconductor-metal transition in V204, we 

were interested in studying the properties of crystals which had a 

sharp transition and a large R /R ratio. We found, however, that 

these desired electrical properties correlated with good mechanical 

properties, so that we could carry out our primary selection on the 

basis of size and strength alone. 

X-ray back reflection measurements have been made and we have ob- 

served that instead of single spots, there are clusters of dots for each 

reflection. This has been attributed to domain effects [12]. 
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Domalns are believed to arise from the fact that when the crystal 

transforms from the tetragonal to the monoclinic phase, an indivi- 

dual a-axis in the tetragonal state can either elongate or contract. 

Thus the transformation can distort the crystal in different ways 

at different parts of the crystal.  This is one of the reasons that 

many crystals tend to be weak and break apart easily. 

C.  Variation of the Growth Parameters for the Slow Cooling Method 

The growth parameters for the slow cooling method were varied 

in order to obtain larger crystals. Some of the variables that af- 

fect nucleation and growth are initial composition and temperature, 

rate of cooling, and temperature gradient.  These parameters were 

systematically varied in the hope of getting better crystals. 

One of the variations we tried was to change the composition 

of the V204-V205 mixture in the tubes.  Sobon and Greene claimed 

that in a mixture containing 25^ by weight of V2O4, the V20^  would 

be completely dissolved at 10000C.  We obtained larger and stronger 

crystals when we changed the composition to 15^ V2O4. When more V2O4 

was used then we found a residue at the bottom of the tubes. 

Another variation was to try to change the temperature gradient. 

Moving the tube up to the middle of the chamber reduced the temper- 

ature gradient and generally gave smaller crystals which grew from 

the sides of the tube.  Putting the tube at the bottom of the chamber 

gave the best results.  Here the crystals grew from the bottom of 

the tube.  The temperature gradient at the bottom of the hot chamber 
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is about lOcC/inch at 10000C.  During this variation the initial 

temperature was kept at l050oC which we found to be an optimum 

starting temperature for the system. 

The original cooling rate of about 30C/hour which gave a 

five-day cooling period was varied in both directions. A three-day 

growth period gave larger crystals which were quite weak.  A nine- 

day growth period yielded crystals which were somewhat larger and 

weaker.  These crystals were strong enough for reflectivity 

measurements, but usually broke during stress measurements or when 

being lapped thin for transmission measurements. 

Quartz tubes could not be used for the nine-day runs since 

the walls of the tube would be eaten through by the flux before 

the run was over. We tried platinum plating the quartz tubes, but 

the coatings were not good enough.  We finally bought a 50 cc size 

platinum crucible. The crucible is sealed inside a 6" lengfh of 

^6 mm X 50 mm quartz tubing which is joined to a 2' length of 

16 mm X 20 mm quartz tubing at one end as shown in Figure II-4. 

The 16 mm X 20 mm tube projects through the lid of the furnace and 

a ground joint at the end of this tube seals the system from the 

atmosphere. 

Since the powder shrinks so much upon melting, the following 

procedure is used to fill the crucible. The tube containing the 

crucible is placed into the furnace at 10000C, and an 8 mm X 12 mm 

quartz tube is placed inside of the 16 mm X 20 mm quartz tube with 

its bottom inside the crucible.  Then 97 grams of the powder is 
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FIGURE II-4 Schematic diagram of the quartz tube in the 
furnace for a platinum crucible growth run. 
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slowly dropped down the 8 ram X 12 mm tube and melted Into the 

crucible. The 8 mm X 12 mm tube is removed and the ground joint 

lä put In place to close the system from the atmosphere. 

Attempts to grow seed crystals Into larger crystals were only 

partially successful. If the seed crystal Is not Introduced when 

the VsCU-V^Os solution is saturated, the seed will dissolve.  If 

the seed Is not placed where the temperature gradient Is suitable, 

growth will not occur. The better seed crystals are also quite 

small and hard to handle -- especially at around 1000oC.  Seed 

growth was most easily tried on the platinum crucible runs since 

the quartz tube came out through the lid of the furnace. The seed 

was lowered into the crucible through the 16 mm X 20 mm quartz 

tube on the end of a platinum wire. We found that the seed crystals 

either dissolved or did not grow as well as the crystals growing 

on the bottom of the crucible. 

We got our strongest crystals from the following conditions: 

a 15^ VgCU and 85^ V205 mixture, a 5-day growth period, an initial 

temperature of 10500C, and growth in a 16 mm X 20 mm quartz tube 

placed on the bottom of the furnace hot chamber. We were able to 

get strong crystals which were 1 mm2 in cross section and 5 mm long 

by this method. These crystals also have better electrical proper- 

ties than any previously reported. 
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D. Growth by Reducing VaOg to VaO* 

We grew crystals by a vacuum reduction method similar to that 

of Sasaki and Watanabe [k],    A vacuum system was used to lower the 

oxygen partial pressure to the desired level rather than flowing 

nitrogen gas over the V205  flux.  This was first tried in quartz 

tubes at a temperature of 900oC.  It was found that a pressure of 

O.k  Torr gave a suitable growth rate.  The quartz tube was placed in a 

vertical tube furnace and the pressure was controlled by a mechanical 

pump and a needle valve.  This pressure regulation system was not 

very satisfactory, for the growth rate is quite sensitive to 

pressure. The original mixture contained 15^ V^O*  so that we 

would not have to wait so long before the solution became saturated 

and growth began. One could use quartz tubes for up to one month 

at 900oC.  Small chunky crystals which were quite strong were grown 

in this manner. 

This vacuum reduction method worked much better with platinum 

crucibles.  The temperature was raised to 9500C where the proper 

pressure was 1.0 Torr.  This pressure could be obtained and regulated 

by using a diffusion pump, a needle valve, and a sensitive manostat 

as indicated in Figure II-5.  In a week or two we were able to grow 

crystals which were 2 mm X 2 mm in cross section and which were 

strong enough for our reflectivity or resistivity measurements. 

This method has the advantage that one can continue growth for a 

long time and thus get large crystals while maintaining a slow 
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FIGURE II-5   Schematic diagram of the pressure control system 
for the vacuum reduction method of crystal growth. 
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growth rate.  The main disadvantage is the very long time required 

for each run.  If several furnaces were available, this method would 

be more suitable and one could optimize growth conditions.  The 

recent work of Guggenheim on this method is discussed in the next 

section [11]. 

E.  Recently Developed Methods of Growth 

While this work has been in progress, other researchers have 

grown V204 crystals by vapor transport and by vacuum reduction of 

VgOg. Much work has also been done on the growth of thin films 

whi .; can be used for both optical and electrical measurements.  We 

will discuss these crystal and film growth methods in this section. 

1.  The Reduction of V^s to V204 

Kitahiro, Watanabe, and Sasaki [13] have developed a method of 

growing needles of V2O4. They placed a sealed quartz tube with 

V205 at the bottom and Ti powder at the top in a vertical furnace 

so that the top of the tube was at 700oC or 800oC and the bottom 

was at 10000C.  After five days needles of V204 of size 0.1 mm X 

0.2 mm X 8 mm had grown from the sides of the tube. The crystals 

had a resistance ratio R /R =2.7 104 and the transition took 
s m 

place within 10C.  Although the crystals are easy to reclaim in 

this method, they are inferior in size and electrical properties 

to those we grew by slow coding. 
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Guggenheim and his coworkers at Bell Telephone Laboratories 

[11,14] have developed the method of reduction of VgOs to VaC^ 

to give large chunky crystals 1 cm on a side. A platinum crucible 

is placed in a furnace at high temperature and nitrogen gas is 

passed over the crucible to reduce the oxygen partial pressure. 

The growth temperature is 1250oC to 1350oC and the growth period 

is about one week.  This method is very similar to the vaccum 

reduction growth method which we used, the main difference being 

that their growth temperature was about 3000C higher. This allowed 

them to operate at a much higher and more convenient oxygen partial 

pressure. Their method, however, requires a high temperature 

furn&ce and platinum crucibles which have special lids which have gas 

inlet and gas outlet tubes built into them.  These items were not 

readily available in our laboratory. This method gives crystals 

which are larger than the ones we have grown, but apparently not 

as strong, since they had more difficulty preparing optical trans- 

mission samples than we did [15]. Their samples have a hysteresis 

of about 10C and a resistance ratio R_/R of up to 105.  Their 
s m 

transition temperature is 670C, about 10C or 20C  higher than for 

our samples. 

2.  Vapor Transport Methods of Vg04 Growth 

Takei and Koide [16,17] have developed a method which can be 

used to grow V^05,  V2O4, V^05, and ^3 crystals. This method in- 

volves the vapor phase decomposition of vanadium oxychloride (VOCI3) 
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with water vapor.  As indicated in Figure II-6, two quartz tubes 

are placed one inside of the other in a furnace. VOCI3 vapor and 

nitrogen flow through the central tube, and hydrogen, water vapor, 

and nitrogen flow through the outer tube.  A dish shaped piece of 

quartz covers the end of the central tube and serves as a reaction 

chamber.  When the two gas mixtures meet, the water and VOCI3 under- 

go the reaction 2V0C13 + 3H20 •* V205+6HC1. Due to the presence of 

hydrogen, lower oxides of vanadiums and water are produced. By 

controlling the oxygen partial pressure one can produce Vs03, VgC^, 

V^Og, or V205. Prismatic bars of V204 were grown at 8ö0
0C. In Ik- 

hours  crystals 0.8 mm X 0.8 mm X 15 mm in size were grown.  The re- 

sistance ratio R /R is 104 for these crystals, but no information 

is given on hysteresis. This method is convenient since the crystals 

can be reclaimed easily and since different oxides can be produced 

with the same apparatus. 

Bando, Nagasawa, Kato, and Takada [18] have developed a vapor 

transport method which yields high quality V204 crystals with a 

resistance ratio R /R of almost 105. A tube is placed in a furnace s m 

with one end at lOkO°C  and the other end at 920oC. The tube has 

V2O4 at the hot end and contains a small amount of TeCl4.  The re- 

action at the hot end of the tube is V02i-TeCl4t ■* VCl4t+Te02t. 

At the cold end the reverse reaction occurs and crystals 3 mm on a 

side can be grown in a period of three days. The amount of hysteresis 

for these crystals is not mentioned. 
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FIGURE II-6 Schematic diagram of the furnace interior for the 
vapor transport crystal growth method of Take I 
and  Koide [16, 17] 
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3. Methods to Grow Thin V504 Films 

The simplest way to get a thin film of V204 is to make a film 

of vanadium and oxidize it, or to make a film of V2O5 and reduco. 

it.  Pclycrystalline V204 films were grown by the latter mejthod 

which have a resistance ratio R/R of 103 and a hysteresis of 70C 

to 80C [19].  Similar results have been obtained for polycrystalline 

films made by annealing amorphous sputtered V-0 films at ^50oC in 

an oxidizing atmosphere [20] and by oxidizing evaporated vanadium 

films [21]. 

Epitaxial V2O4 films have been grown by Fuls, Hensler, and 

Ross by sputtering vanadium in an atmosphere of argon doped with 

oxygen [22]. Growth was on a sapphire substrate heated to k00aC. 

The sputtering gas pressure was 2 10" Torr. These films had a 

resistance ratio R /R of 103 and a few degrees of hysteresis. 

Koide and Takei have used the method of hydrolysis of vanadium 

oxychloride described in the preceding section to grow epitaxial 

films on rutile which have a resistance ratio R /R of 102 and a 
s    m 

few degrees hysteresis [17,23]. This method can also be used to 

grow epitaxial VgOs films. 

The electrical properties of these thin films are not as good 

as those of single crystals, but the films are useful for making 

optical measurements because they are thin enough so that the ab- 

sorption coefficient above the band gap can be measured and they 

have large good surfaces for reflectivity measurements. Their large 

surface area also makes them useful for Hall effect measurements. 
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Chapter III 

RESISTIVITY MEASUREMENTS 

The resistivity of our V204 crystals was measured as a function 

of temperature both near the transition and at lower temperatures. 

A sample holder and temperature control system were designed and 

constructed to make these measurements. The apparatus and the measure- 

ments will be discussed in this chapter and the interpretation of 

the measurements will be included in Chapter VI. 

A.  The Sample Holder and Temperature Control System 

1.  The Bayley Electronics and New Temperature Sensor 

We required a temperature control system which was sufficiently 

sensitive and stable to permit study of the detailed variation of 

both resistivity and optical transmission at closely regulated tem- 

peratures near the semiconductor-metal transition, and which would 

operate from 1000K to i<-00oK.  We wanted to be able to set and 

regulate the temperature to about 0.01oC near the transition. The 

temperature sensing probe also had to be small enough to fit into 

an optical dewar. 

Several types of temperature control systems were considered. 

Two important components of a temperature control system are the 

sensing probe and the controlling electronics.  Thermocouples are 

often used as sensing probes, but their low output signal demands 

very sensitive, low-noise, stable d.c. amplification in the 

■ 
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controlling electronics. Nevertheless, thermocouples are easily 

calibrated, stable, and can be readily built Into different pieces 

of equipment. 

Another commonly used sensing probe Is a resistor with a large 

temperature coefficient of resistance which can be used as one 

element of a Wheatstone bridge circuit. Direct current amplification 

can be used in the sensing circuit when the temperature coefficient 

of the resistance is large enough, but it is difficult to find a 

small sized resistance probe which has a large temperatue coef- 

ficient over the entire temperature region of interest. Another 

technique, which we adopted, is to use a metallic resistor which 

has a linear temperature coefficient and use a.c. voltages in the 

bridge and detection circuits. The use of a.c. amplification in- 

creases the sensitivity and stability of the system. 

We were able to construct such a system by using the electronics 

from a Bayley temperature controller which we had in the laboratory 

[1].  Its original temperature sensor is a three foot long metal 

probe which can be placed in a temperature bath. When the temper- 

ature of the sensor falls below the set point of the instrument, 

a relay connected to a plug on the instrument front panel closes. 

If one of the heater leads is connected through this plug, then 

the Bayley will switch on the heater current until the temperature 

of the sensor rises back up to the set point. 
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A simplified circuit diagram is shown in Figure III-l.  The 

original probe contains a nickel resistor which is one of the 

elements in a Wheatstone bridge circuit. The error signal from 

the bridge is amplified and then applied to the grid of a triode. 

The circuit is designed so that the amplified error signal and the 

plate voltage of the triode are in phase when the probe resistance 

is too small to balance the Wheatstone bridge circuit. The result- 

ing plate current of the triode then turns on the relay which can 

be used to switch on tue heater current.  Since the voltage across 

the bridge circuit is at 60 Hz, the instrument is sensitive to 

grounding and pickup problems. The 500 n resistor is a 10 turn 

potentiometer which can be adjusted to control the temperature set 

point.  Fine control is obtained by the 1 n variable resistor 

shown in the circuit diagram. With the original probe which has 

80 fi resistance at room temperature, the range of the Bayley is 

from -200oC to 1000C. 

We wanted to make two new probes for the Bayley controller, 

so that it could be used for both our resistance and optical 

measurements.  We wanted two flat nickel wire resistors about |r" 

by £•" in size with a room temperature resistance of 80 fi. The 

small size is necessary because one of the resistors must fit 

on the optical dewar sample holder.  To make such a resistor 

would have been difficult, but we were able to purchase three 

"stickon" nickel surface resistors of size ^,l by f" and 100 fi 
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FIGURE EI-I    Schematic diagram of the electronics in the 
Bayley temperature controller. 
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room temperature resistance from the RdF Corporation in Hudson, New 

Hampshire. They are made from O.OOOS" diameter nickel wj.re, are 

covered with bakelite, and have a total thickness of 0.008". 

The resistance probes are wired as shown in Figure III-2. 

We note that one of the 125 Ü resistors has to be shunted in order 

to compensate for the increased resistance of the new probes. The 

connections between the probe and the Bayley have to be made with 

shielded cable which includes a capacitance lead to prevent un- 

wanted phase shifts in the bridge circuit. 

2.  Resistivity Sample Holder and Dewar 

The resistance sample holder consists of a spool shaped piece 

of copper 1" in diameter to which the new Bayley temperature sensor 

is attached as shown in Figure III-3.  On top of this holder there 

are eight insulated terminals which are used as the tie points for the 

sample leads, the heater leads and the temperature sensor leads. 

There is also a piece of sapphire which is usec to electrically 

isolate the sample from the copper block while maintaining good 

thermal contact.  The sample was cemented to the sapphire and the 

sapphire was cemented to the copper block with General Electric 

No. 7031 varnish which is often used as a low temperature thermally 

conducting cement.  Number kO  enameled copper wire is wound around 

the center portion of the copper block to form a heating coil.  The 

room temperature resistance of the coil is 300 ft. 
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FIGURE 1E-2   Circuit diagram of Bayley bridge circuit with 
new sensing resistor. 
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FIGURE 11-3    Top and perspective views of sample holder 
for resistance measurements. 
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This sample holder is designed to fit into the bottom end of 

an eighteen inch long evacuable tube as shown in Figure III-4. 

The bottom of the tube where the sample holder is placed is made 

of copper and the sides are thin walled stainless steel tubing 

only 0.010" thick.  During operation the sample holder is placed 

inside the tube, the lid is fastened in place, the tube is evacuated 

with a diffusion pump to 10"5 Torr, and then the tube is lowered 

half way into a cooling bath such as liquid nitrogen or ice water. 

The heater coil on the sample holder can heat the sample to a 

temperature which is 1000C above that of the bath.  During operation 

the heat   generated in the heating coil  flows through the center 

of the sample holder and out the bottom plate of the tube.  Since 

there is no heat flow through the top of the sample holder, there 

should be no large temperature gradients near the sample. 

The sample holder is screwed to the bottom plate of the tube 

as shown in Figure III-4 to give consistent thermal contact. The 

bottom of the sample holder was relieved until only a ring ^" wide 

was in contact with the bottom plate of the tube in order to ad- 

just the heat leak to the desired value. 

Figure III-4 shows the shield which fits over the sample 

holder when it is being mounted in the tube.  There is a slot on 

one side for passage of the wires from the sample holder. The 

shield is attached to the sample holder by one screw as indicated. 

On the top of the shield there is a hexagonal socket into which a 

long rod fits so that the sample holder can be screwed in place 

inside the tube. 
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FIGURE 11-4   Schematic diagram showing how resistivity sample 
holder is mounted in dewar tube. 
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A copper-constantan thermocouple Is used to measure the sample 

temperature.  The internal junction of the thermocouple is cemented 

to one end of the sample, and the external junction is placed in an 

ice bath.  The thermocouple measuring circuit has to be isolated 

from the sample circuit to prevent electrical interference.  The 

thermocouple voltage is measured with a Leeds and Northrup model 

K-3 potentiometer and model M galvanometer.  We used 0.005" diameter 

thermocouple wire and cemented a portion of the thermocouple lead 

wires an inch back from the junction to the piece of sapphire on 

which the sample was mounted in order to reduce the heat leak to 

the sample, and ensure accurate temperature measurement. 

3. The Heater Circuit and System Performance 

Figure III-5 shows a schematic of the heater circuit electronics. 

Two variacs are hooked up in series to provide coarse and fine con- 

trol of the heater current. The fine control variac is turned on 

and off by the Bayley controller.  Since the Bayley bridge circuit 

operates on 60 Hz, the heater current has to be rectified and fil- 

tered in order to eliminate interaction between the control and 

heater circuits.  Isolation transformers on the input side of both 

variacs eliminate grounding problems. 

The temperature control provided by this s>stem has been 

satisfactory even though the sensitivity of the Bayley is temper- 

ature dependent. When the sample temperature Is Increasing, the 

Bayley will switch off the heater at a temperature T2 which is 
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FIGURE III-5   Schematic diagram of the heater circuit 
electronics. 
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hlgher than the temperature T! at which the heater is switched on 

when the sample temperature is decreasing. We are calling this 

temperature difference (T2-Tx) the sensitivity of the Bayley. 

As the resistance of the probe decreases from 131 ft at 80oC to 

12 0 at 800K, the sensitivity decreases from 0.02oC to 0.30C. 

By looking at Figure III-l we can see that the sensitivity should 

be approximately proportional to the probe resistance since it 

takes a minimum error voltage to activate the Bayley circuitry 

which closes the power relay. The temponature of the sample can 

be regulated to + 0.03oC near the transition temperature. This 

control is achieved by setting the coarse and fine adjust varlacs 

so that the "on** and the "off" periods of the control relay are 

both equal to ten seconds. 

One drawback of this system is that it takes a few minutes 

to change the temperature of the sample holder and adjust the 

voltages for each new temperature. This time could be reduced 

by having a proportional control system rather than an on-off 

type controller. There were also difficulties due to the fact 

that the bridge circuit runs on a 60 Hz voltage which makes the 

instrument sensitive to  pickup and grounding problems. These 

difficulties are manageable, and the measurements were successfully 

made, but a proportional control system run at a frequency other 

than 60 Hz would be much easier to use. 

i 



•67- 

B. Measurements of the Resistivity Near the Transition Temperature 

Four terminal resistivity measurements were made using a Leeds 

and Northrup type K-3 potentiometer and a Leeds and Northrup type 

M galvanometer. We wanted to make measurements with at least a 

precision of V$>  or better, so this apparatus could not be used to 

measure sample resistances of above 106 n or below 10"2 fi.  For 

each measurement the temperature was stabilized and then the sample 

current and the voltage across the sample potential leads were 

determined. 

Figure III-6 shows how our measurements compare with those 

of other researchers. The original work of Morin [2] is included 

as well as the more recent results of Sasaki and Watanabe [3], 

Bcngers [k],  and Everhart and MacChesney [5]. This figure shows 

very dramatically the variation in electrical properties of crystals 

grown by different authors. Morin1s original data show a resistance 

ratio R /R ■ 102 for samples with a 200C hysteresis. The hysteresis 
s m 

is much smaller in more recent measurements. There is a variation 

of about 100C in the transition temperature for the measurements 

shown.  For our samples the transition always occurred within one 

degree of 3380K. We note that the values of resistivity measured 

vary by about two orders of magnitude for both the high and low 

temperature phases. Please note, however, that many of the resistivity 

measurements have been made on small irregularly shaped samples and 

the absolute values of resistivity may be in error by a factor of two 

or more. Our observed resistivity ratio is as large as any value 
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V 

in the literature [6].  For our good samples this ratio was always 

within + 2056 of 105.  The variation in slope of the resistivity plot 

in the semiconducting phase also shows a lot of variation.  We can 

interpret this slope as an activation energy when it is not temperature 

dependent. We see that the activation energy measured by Sasaki and 

Watanabe is four times as high as that measured by Bongers.  Our 

curve shows an even larger slope, but it is temperature dependent and 

so cannot be interpreted as an activation energy. Our samples show 

a small positive temperature coefficient of resistivity above the 

transition temperature-behavior very similar to that of an ordinary 

metal.  As can be seen in Figure III-6, this behavior has also been 

observed by Sasaki and Watanabe [3] and by Bongers [h]. 

We have also observed that in the metallic state the potential 

drop between the voltage leads was somewhat unstable and would 

suddenly increase or decrease by as much as 2%.    We think that this may 

be due to relaxation effects associated with stresses at the sample 

contact interface or stresses in the bulk material. We know that 

there are stresses on the contacts since they come off after repeated 

thermal cycling.  Since the contact area is large with respect to the 

contact spacing and the contact resistance is appreciable In the 

metallic state, fluctuations in the distribution of the contact re- 

sistance caused by relaxation of the stresses at the contacts could 

cause the observed behavior.  Similarly bulk effects associated with 

cracks in the sample and relaxations of bulk stress could also cause 

the observed behavior.  In the semiconducting state we sometimes 
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observed that the resistance would rise just before the transition. 

This behavior can be observed in Figure V-2, and we think that it 

is also associated with the existence of cracks and stresses in the 

sample or stresses at the sample contact interface. 

We found that by careful control of the temperature we could 

make measurements during the transition process. After stabilizing 

the temperature, the resistance might change by as much as a factor 
% 

of ten in five minutes, but then the crystal would reach equilibrium 

and the resistance would become stable. The transition occurred over 

a temperature interval of from 0.5oC to 0.10C for different samples. 

For each crystal the shape of the resistivity versus temperature curve 

did not change as the sample was cycled through the transition temper- 

ature several times. The hysteresis varied from sample to sample 

between the values of 1.0oC and 0.koC.    The shape of the resistivity 

versus temperature curve was the same whether going through the tran- 

sition from higher or lower temperatures as is shown in Figure III-7, 

and can be interpreted as a result of the nucleation and growth 

properties of the two phases of V2O4. The transition can be thought 

of as being sharp for any microscopic region of the crystal, and the 

resistivity of the crystal as a whole then depends upon how much of 

the crystal is in each phase. The exact temperature at which each 

microscopic region dV of the crystal undergoes the transition will 

depend upon the local density and types of imperfections in the 

crystal and upon the stresses between the domain in which dV is lo- 

cated and neighboring domains. Thus the shape of the resistivity 
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versus temperature curve near the transition temperature is very 

sensitive to the structural properties of the crystal being measured 

and would be expected to vary somewhat from sample to sample. 

C. Measurements of the Resistivity at Low Temperature 

We made resistivity measurements down to 120oK. At lower tem- 

peratures the leakage currents between the current contacts were 

larger than the current passing through the sample. We had to take 

special precautions in cleaning our apparatus and cementing down 

the samples even to make measurements at 120oK.  We cemented down 

only one end of the sample In order to eliminate leakage currents 

through the cement. The thermocouple was cemented to the same end 

of the sample that was cemented to the sapphire, and no cement 

touched the middle portion of the sample. 

The contact resistance was small enough that two terminal 

measurements were adequate. A comparison of the results of two and 

four terminal measurements made between the transition temperature 

and 00C showed that no significant errors were introduced. We used 

a Keithley Model 810B nanoammeter to measure the current through the 

sample. The circuit consisted of a battery, the nanoammeter, and 

the sample in series. 

Figure III-8 shows the results of the low temperature measure- 

ments. The slope of the resistivity logarithm versus 1/T plot can 

be interpreted as an activation energy in regions where the slope is 

■ 

■ 
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not changing too rapidly. We can see that as the temperature Is 

lowered; the apparent activation energy decreases. This type of 

behavior Is very similar to that of a doped semiconductor.  This 

explanation and other alternative explanations of the conductivity 

of the low temperature phatje will be considered in detail in 

Chapter VI. 
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Chapter IV 

OPTICAL MEASUREMENTS 

In order to make reflection and transmission measurements on 

our Vä04 crystals as a function of temperature, a spectrometer in 

the laboratory was completely rebuilt. A multiple light source 

modification was made so that the light sources could be changed 

more easily, the sample optics were redesigned so that both re- 

flection and transmission measurements could be made on small 

samples, a dewar sample holder was constructed which could be used 

with the temperature control system described in Chapter III, five 

high detectivity detectors were adapted to our system so that high 

sensitivity measurements could be made for wavelengths from 250 nm 

to 25 um, and electronics compatible with these new detectors were 

Incorporated in the system. This spectrometer was used to measure 

the reflectivity above and below the transition temperature and 

the cemperature dependence of the transmission in the low temperature 

phase. This chapter will discuss the design and operation of the 

spectrometer and the measurements that were made. 

A.  Spectrometer Design and Operation 

1. The Original Spectrometer Design 

The spectrometer originally consisted of a Ferkln-Elmer Model 

112 single beam double pass Infrared spectrometer and exit beam 

optics which could be used for either a pressure experiment or a 
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Faraday rotation experiment [1]. The optical schematic of the 

light source and monochromator is shown in Figure IV-1. Light from 

the source is focused on the entrance slit Sx after passing through 

a 13 Hz chopper and being reflected from mirrors Ml and M2. Inside 

the monochromator the light is columnated by the parabolic mirror 

M3, passes through the prism once, is reflected by the Lettrow 

mirror M4, passes through the prism again, and then is focused on 

the exit slit by the parabolic mirror. The dispersed light can then 

hf>  focused on an internal thermocouple detector T or mirror M6 can 

be displaced allowing the light to pass out of the monochromator to 

an external optical arrangement. The wavelength of the dispersed 

beam which passes through the exit slit S is adjusted by rotating 

the Littrow mirror M4 about the vertical post on which it is mounted. 

The wavelength drive which turns the Littrow mirror can be operated 

manually or by a synchronous motor and variable speed drive assembly. 

We have five prisms in the laboratory which can be used in the 

monochromator for different wavelength regions -- CaFg, DF Glass, 

NaCl, LIE, and KBr. All of our measurements were made using the 

CaFs prisms which can be used from 250 nm to 10 \m. 

The original external optics used with this spectrometer were 

designed to make measurements on large samples and incorporated 

thermocouple detectors. The standard Perkin-Elmer detection electronics 

consisted of a 13 Hz chopper for the light beam, a thermocouple de- 

tector, and an amplifier and phase detection circuit which drove a 

Leeds and Northrup 10 inch strip chart recorder. 
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We have rebuilt the exit beam optics so that both reflection 

and transmission measurements can be made on samples as small as 

0.020" by 0.050" and so that five high detectivity photomultiplier 

and semiconductor detectors can be easily mounted in place. The 

electronics have also been rebuilt so as to be compatible with the 

higher chopping frequencies required by these new detectors and the 

monochromator light source assembly has been modified to permit 

light sources to be changed more rapidly. These modifications will 

be described in the following sections. 

2. Multiple Light Source Assembly 

The original Perkin-Elmer light source assembly was inconvenient 

because changing light sources involved a delay of an hour or more. 

We designed and built a light source assembly with which we could 

change between a glo-bar, a tungsten light source, and a mercury 

vapor calibration source by merely rotating a mirror. Figure IV-2 

shows how two holes were drilled in the cover of the light source 

assembly to accommodate the additional light sources. The mirror 

Ml was placed on a rotatable mount and a slot was cut in the cover 

so that the mirror could be rotated by moving an arm which passed 

through the slot. The 13 Hz chopper was removed and a Princeton 

Applied Research Model BZ-1 variable speed chopper was placed just 

before the entrance slit. This chopper can be operated at nine 

speeds between the extremes of 13 Hz and 600 Hz. For a thermocouple 

detector it is used at 13 Hz and for the other detectors at 600 Hz. 
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The glo-bar was placed in the original source position and a 

32000K sun gun tungsten light source was placed In an adjustable 

mount In front of the adjacent window.  During operation the mirror 

M2 was first adjusted so that the glo-bar image was in focus on the 

entrance slit, and then Ml was rotated and the sun gun was adjusted 

in its mounting so that its image was focused on the entrance slit. 

Both the glo-bar and the sun gun were operated at 200 watts. Any 

lower or higher operating voltage reduces the stability and lifetime 

of the sun gun. The third window was available for use with a mercury 

vapor calibration lamp.  The spectrometer could also be used with a 

deuterium lamp for near ultraviolet measurements.  In this case 

the light source assembly cover was removed and the lamp was placed 

on the spectrometer table at approximately the position where the 

word FIGURE is written in Figure IV-2. Its position has to be ad- 

justed so that when mirror Ml is rotated the image of the light 

source is focused on the entrance slit. The height of all these 

light sources also has to be checked to make sure that the light 

going into the spectrometer entrance slit fills the parabolic mirror. 

3. The Sample and Detector Optics 

Our exit beam optical system was designed so that both reflection 

and transmission measurements could be made on small samples and so 

that cooled infrared detectors could be used. The optical system is 

a single beam design, so that two measurements have to be made with 

each sample -- an I measurement with the sample out of the optical 

path, and an I measurement with the sample in the optical path. The 
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reflection or transmission is then found by taking the ratio l/l . 

The first design consideration Is that the light has to be 

focused at both the sample and the detector since they are both 

small.  Front surface aluminum mirrors are used throughout since 

they are achromatic and have high reflectivity in the visible and 

the Infrared.  One can use either on-axis or off-axis focusing with 

spherical mirrors.  We chose an on-axis focusing system since it 

gives sharper images and is much easier to focus.  It also requires 

three mirrors to focus the light on the sample Instead of one, but 

for our measurements this was no drawback.  The reflectivity of 

front surface aluminum mirrors is greater than 90^ for all wavelengths 

greater than 250 nm with the exception of a small dip just below one 

micron.  Figure IV-3 shows a schematic of the exit beam optics.  Please 

note that part of the optical path has been drawn rotated so that the 

design shows more clearly. The spherical mirror just before the de- 

tector is actually mounted horizontally below the detector.  This 

design was necessary because we wanted to be able to use cooled de- 

tectors which could be mounted vertically. 

We used reducing optics to obtain a small image size at the sample 

and the detector.  An alternative approach is to use a very small 

exit slit and non-reducing optics, but this method drastically re- 

duces the light Intensity at the sample.  In designing reducing optics 

with spherical mirrors one usually has to sacrifice either light 

Intensity or Image quality because reducing optics involves low 
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f-number mirrors. Thus in order to reduce spherical aberration 

one has to raise the system f-number by masking off most of the 

light beam [2]. We were able, however, to design a system that 

partially eliminated this problem by making the Image and object 

distances nearly equal.  For spherical mirrors the focus will be 

exact for any aperture If the Image and object are both at the center 

of curvature of the mirror, thus for a given f-number the focus will 

always be best If the Image and object distances are nearly equal. 

In our design all of the reduction In Image size occurs at the first 

spherical mirror (which has an f-number of 0.92) and the Image-object 

ratio is 3:2 in the other spherical mirrors (which have a smaller 

f-number of 0.69). In contrast, the f-number of the monochromator 

is determined by the parabolic mirror and is 3.56.  The size of the 

image at the sample and detector is 3/8 that of the exit slit. 

An iris dlaphram has been placed in the exit beam of the spec- 

trometer so that we can adjust the f-number of the exit beam optics 

depending upon how much light and how sharp a focus is needed. The 

f-number only has to be reduced by SOJL  in order to obtain a sharp 

image at the sample. Thus precision transmission measurements can 

be made with this spectrometer on samples as small as 0.020" by 0.050" 

while only masking off SOfa  to 75^ of the light beam.  Precision re- 

flectivity measurements can be made on even smaller samples. 

Figure IV-3 shows how the spectrometer is set up for both re- 

flection and transmission measurements.  For transmission the I curve 
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is made with the sample positioned in the light path as shown and 

the I curve is made with the sample removed from the light path. 

For the reflection I measurement, two mirrors are introduced into 

the light path and the sample is located as shown in the insert of 

Figure IV-3. This setup gives approximately on-axis focusing and 

measures the reflectivity at near normal Incidence. The I data can 

be obtained either by replacing the sample with a mirror of known 

reflectivity or by moving the two mirrors SMI and RM2 to the position 

shown in Figure IV-k.    The latter method was used because it pre- 

serves the same number of reflections from the same mirrors in the 

I and I data. The necessity to correct for the reflectivity of a 

reference mirror is also eliminated. Since spherical mirrors SM2 

and SM3 have to be refocused between the I and I measurements, the 
o ' 

Image of mirror SM^ also has to be refocused on the detector. The 

appropriate refocusing technique depends upon which detector is being 

used, but in all cases errors from refocusing can be reduced to ±8$ 

or less. These refocusing errors plus drift of the light source 

and detector are the main sources of uncertainty in ouv reflectivity 

measurements. We feel that our reflectivity measurements are accurate 

to at least ±10$. 

Mirror mounts similar to those used in the monochromator are 

used to hold the spherical mirrors. The vertical and horizontal focus 

at the sample can be controlled very precisely by means of spring 

loaded adjustment screws on mirror mounts SMI and SM2. There is also 
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FIGURE 137-4   Schematic  diagram   of the  arrangement   used   for 
making  the I and  I0 measurements in reflectivity- 
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a screw adjustment on SM2 which moves the mirror toward or away 

from the sample so that the focal plane of the image at the sample 

can be adjusted to be exactly on the sample surface. There are 

similar adjustments on SM3 and SUk  to  peruit the image to be focused 

on the detector. 

The high detectivity detectors are all mounted in holders that 

attach to a cne inch in diameter vertical post which is located five 

inches to the side of the middle of mirror Stik.    The detectors can 

be mounted in approximately the correct position on this post and then 

the light can be focused on them by adjusting mirrors SM3 and SM^. 

For the copper-doped germanium detector which requires liquid helium 

when In use, a special attachment has been made so that the detector 

can be removed from the spectrometer, filled with liquid helium, and 

then returned to the same position. The five high detectivity de- 

tectors which have been put in holders which fit on the spectrometer 

are a Ge:Cu photoconductor, an InSb photovoltaic diode, a PbS photo- 

conductor, an Si response photomultipller tube, and an S13 photomul- 

tiplier tube. A thermocouple detector can also be used by replacing 

SM4 with a specially designed thermocouple mount. These detectors 

are described in detail In Section 5. 

k. Sample Holder Dewar and Temperature Control System 

A special dewar. Illustrated in Figure IV-5, was constructed 

which is small enough to fit into the sample space of our spectometer 

and which can be used for either reflection or transmission measurements 
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Thin Wall 
Stainless Steel 

FIGURE nr-5   A schematic view of the optical  dewar. 
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When this dewar Is filled with ice water, dry Ice and acetone, or 

liquid nitrogen, the sample holder can be heated up to a temperature 

approximately 1500C above the temperature of the cooling bath. 

Figure IV-6 shows the construction of the heater coil and sample 

holder in more detail. The flow of heat in the sample holder is from 

the heater coil through the center portion of the copper heat sink 

and up through the bottom of the dewar into the cold bath. After 

the temperature has been stabilized there is no flow of heat in the 

bottom portion of the sample holder where the sensing resistor and 

the sample are mounted, so there are no thermal gradients in this 

region. The nickel temperature sensing resistor Is connected to the 

temperature control system which is described in detail in Chapter III. 

The temperature of the sample is measured by a copper-constantan 

thermocouple which is cemented to piece A near the sample. The 

thermocouple leads are cemented to the copper heat sink as shown 

in Figure IV-6 in order to prevent any heat leak through the thermo- 

couple wires to the sample holder and sample.  The nickel temperature 

sensing resistor is cemented in place with General Electric No. 7031 

varnish which provides fairly good thermal contact with the heat sink. 

A special sample holder was designed so that we could mount 

samples for transmission measurements.  We wanted to cement the sample 

over a hole in a piece of brass so that the light could pass through 

the sample but not around it. Our samples are usually several times 

longer than they are wide, so we needed small slot shaped holes. A 
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FIGURE I2"-6   Optical   dewar sample  holder and  sample 
mounted   for a transmission  measurement. 
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brass piece, labelled A in Figure IV-6, with such a hole was con- 

structed by the following procedure. Two thin flat plates of brass 

are machined so that they fit evenly when placed together edgewise 

to form one larger plate.  Then a small slot is milled in the edge 

of each plate on the surface which fits together. When the plates 

are again placed together edgewise they form a single plate with a 

slot shaped hole in the middle.  Figure IV-6 shows the details of 

construction. Two tie bars are epoxied to the top of the plates to 

hold them rigidly in the proper position. Notice that the back of 

the plates is relieved near the hole so that the cone of light passing 

through the sample is not obstructed. 

After a sample is mounted, piece A is cemented in place in the 

recess in the brass piece labelled B in Figure IV-6, and when a 

measurement is to be made piece B can be mounted with two screws 

on the sample holder heat sink labelled C. All of the B pieces are 

identical, but an A piece with the proper sized hole must be made for 

each sample.  If room temperature measurements are to be made, then 

piece B can also be mounted on a different sample holder which is not 

inside a dewar. When reflectivity measurements are being made, the 

sample can be mounted on a solid piece A since no hole is needed. 

5.  The New Detection Electronics System and Detectors 

The Perkin-Elmer electronics which had a chopping frequency of 

13 Hz for use wich thermocouple detectors was replaced by a system 

operating near 1 kHz which is more suitable for use with photo- 

conductive detectors which have 1/f noise. 
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The new detection electronics system consists of a variable 

speed chopper, a lock-In amplifier, and a 10 mV strip chart recorder. 

The Princeton Applied Research model BZ-1 variable speed chopper can 

be operated at 13 Hz for thermocouple detectors and at 600 Hz for 

the other detectors.  A reference signal from the chopper and a 

signal from the detector are fed Into a Princeton Applied Research 

Model HR-8 lock-In amplifier and phase detected.  The phase and fre- 

quency must be adjusted for each detector. The output of the lock-in 

amplifier goes to a Leeds and Northrup Model G Speedomax 10 inch strip 

chart recorder which was part of the original Perkin-Elmer spectrometer. 

The circuit diagram, chopping frequency, region of spectral 

response, and maximum signal level for each of the detector is shown 

in Figure IV-7.  The semiconductor and photomultlplier detectors 

would be operated at 1500 Hz if the variable speed chopper could be 

operated at a higher speed. The region of spectral response listed 

is for the system as a whole and Includes the wavelength dependence 

of the light source, prism, mirrors, and detector.  By tho region of 

spectral response we mean the region over which the signal at the 

recorder is greater than l^t of the peak value. This definition gives 

a first approximation to the useful wavelength range for using these 

detectors in this spectrometer.  If the semiconductor detectors are 

operated above the maximum signal level indicated, their response 

becomes non-linear and errors are introduced in the measurement, 

whereas if the photomultlplier detectors are operated with output 



•94- 

Thermocouple 
No Maximum  Signal 

0,5/im - 25/im 

a 
s a 

10ü:100kn 

To  HR-8 
13 Hz 

PbS 
Max. Signal: 10mV 

0.5/im - 4.0^m 

-«h 
15v lOOkß 
s 

To HR-8 
600 Hz 

InSb 
Max. Signal ;100mV 

O.S^tm- SS/^m 

Ge Cu 
Max. Signal :100mV 

S.O/Am - 25/Am 

RCA   7102 
SI  Photomultiplier 

MaxSignahlOOmV 
0.32/i.m-l,30/im 

a 
s 
% 
% 

SOOil: lOOkft 

-I'l- 
250v lOOkft 

y 

EMI 6256B 

SI3 Photomultiplier 
Max. Signal :100mV 

0.25/xm-0.60/i.m 

18kÄ 

lOOkfl. 

To HR-8 
600 Hz 

To HR-8 
600 Hz 

1 
To HR-8 
600 Hz 

Negative 
36kfl i High Voltage 

To HR-8 
600 Hz I Ikft 

External 
Anode 

Resistor 

50kn 

SOkft 

Negative 
■#■ High Voltage 

FIGURE JSr-7   Circuit diagrams  for detectors   including   chopping 
frequency, maximum  output, and spectral response. 
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voltages above the maximum indicated^ the tubes will be burned out 

due to overheating. 

The thermocouple detectors were purchased from Reeder Corp. 

in Detroit, Michigan and operate at rooir temperature.  Some of 

them have hygroscopic infrared windows and must be kept in a de- 

siccated container. Their sensitive area is  0.1 mm X 1.0 mm, and 

the thermocouple element has a uniform detectivity at all wavelengths. 

Thus the region of spectral response as defined above is 0.5 |im to 

25 |im and is determined by the transmission of the window, the 

dispersion of the prism, and the spectral dependence of the light 

source intensity.  The PbS detector was purchased from Infrared 

Industries in Waltham, Massachusetts.  This is a photoconductive de- 

vice which operates at room temperature, has a sensitive area of 

1 nun X 3 mm, and has a region of spectral response from 0.5 |im to 

k.O  Mm.  The InSb detector was purchased from Philco Corporation in 

Spring City, Pennsylvania and is in a liquid nitrogen dewar which has 

a U-hour hold time. It is a photovoltaic device and the output is 

transformer coupled to the model HR-8 lock-in amplifier.  The sensi- 

tive area is 1 mm X 3 mm and the region of spectral response is from 

0.5 pun to 5.5 |im.  The copper doped germanium detector was purchased 

from Santa Barbara Research Center in Goleta, California and is mounted 

in a liquid helium dewar. This dewar is designed so that the cold 

shield is cooled by the escaping helium gas rather than by a liquid 

nitrogen jacket.  It holds one liter of liquid helium when filled 
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and has a hold time of 6 to 8 hours.  This is a photoconductive 

device, the sensitive area is 1 mm X 3 mm, and the region of 

spectral response is from 2.0 |im to 25 J-UE. A BaF^ cold window can 

be placed in the dewar to improve the detectivity by a factor of 

two, but it also reduces the long wavelength cutoff to 15 |im. The 

RCA 7102 photomultlplier has an Si photocathode and it is mounted 

in a container in which dry ice can be placed to reduce the noise 

level by a factor of 100.  The photocathode is one inch in diameter 

and the light should be focused so as to nearly fill the sensitive 

area.  The region of spectral response is from 0.32 |im to 1.30 |im. 

The MI 6256 B photomultlplier tube has an S13 photocathode and does 

not need to be cooled during operation. The photocathode is one 

centimeter in diameter and the light should be focused so as to nearly 

fill the sensitive area.  The region of spectral response is from 

0.25 um to 0.60 Urn. The anode resistor is not built into the wiring 

of the tube socket, and so an external 1 kft resistor must be included 

in the circuit between the tube and the HR-8.  Precuations should be 

taken to shield the photomultlplier tubes from room light during 

operation in order to prevent burning out the tubes. 

6.  Spectrometer Calibration 

The wavelength drive mechanism which turns the Littrow mirror 

is connected to an indicating drum on the spectrometer and to a cam 

which activates a microswitch which is connected to a pip marker on 

the recorder. The calibration procedure consists of making a graph 

which will convert drum readings into wavelengths.  Since spectral 

■ 
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absorption and emission lines are known to great accuracy, a very 

precise spectral calibration can be achieved If a sufficient number 

of calibrating wavelengths are measured.  For the measurements we 

planned to make, we felt that an uncertainty in the wavelength cali- 

bration of about 0.5^ would be acceptable and this helped to determine 

the number of lines which we used for the calibration. More than 

thirty spectral lines from a General Electric H85A3/uv mercury vapor 

spectral lamp were used to calibrate the system from 0.25 |im to 2.0 (im 

[3]. This provides a calibration accuracy varying from 0.1^ near 0.25 

|jm to 0.3$ near 0.85 |im to 0.2$ near 2 |im. More than thirty atmos- 

pheric absorption lines were used to calibrate the system from 2 pun 

to 7 Mm [k].    The calibration accuracy in this region varies from 0.1$ 

near 6 pirn to 0.2$ near 3 Mm to 0.15$ near 2 |im. All of our measurements 

were made with a CaF? prism, and each time the Littrow mirror was 

changed or the prism was taken out and then replaced again the system 

was recalibrated by the above procedure. One useful feature of the 

spectrometer is that all calibrations of the same prism will be 

identical except for a displacement of the drum readings. Thus 

different calibrations can be easily compared, and we found the 

different calibrations to agree to within the uncertainties quoted 

above. 

The spectral resolution of the Instrument depends upon the 

wavelength, slit setting, and prism used.  Consider the case where 

the exit slits are covered by a white card and a spectral lamp is 

being used as a light source. As the drum is turned the Littrow 
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mirror rotates and the image of the spectral lines moves across the 

card. For our spectrometer the geometry and the gear ratio between 

the drum and Littrow mirror are such that the image of the spectral 

lines moves 2 mm for each drum rotation. Now consider the case where 

the silts are opened 1 mm and there is a spectral line focused at 

each edge of the slits. The spectral resolution of the instrument 

at this setting is Just the difference between the wavelength of 

these two lines.  Since the slits are 1 mm wide, we know from the 

above analysis that the two lines will be 0.50 drum units apart 

on the calibration curve. Thus the resolution of the spectrometer 

can be determined from the calibration curve and the slit setting. 

For example if the slit setting was 2 mm, the wavelength Interval 

in the exit beam would correspond to that produced by one unit of 

drum rotation. 

■ 

B. Optical Measurements 

If Reflection Measurements 
■ 

We made reflectivity measurements on V2O4 crystals both above 

and below the transition temperature from 0.25 |im to k.O  |im. A 

deuterium light source and an EMI 6256B photomultipller detector 

were used for the region from 0.25 |im to 0.55 vm,  and a 200 watt 

sun-gun light source and a PbS detector were used between 0.5 um 

and 'i- im.    We also used an RCA 7105 photomultipller detector in the 

region from 0.4 |im to 1 (am to confirm that we were joining the curves 

from these two regions together properly. The optical arrangement of 

the spectrometer for reflectivity measurements has already been 
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dlscussed and is Illustrated in Figures IV-3 and IV-k.    The sample 

was mounted on an aluminum post which could be heated by a coil of 

No. kO  enameled copper wire which was wound around the middle of 

the post. The sample was heated to 900C for the measurements above 

the transition temperature. 

Figures IV-8 and IV-9 show the reflectivity data for one the 

crystals that was used for transmission measurements. The crystal 

was lapped, and polished as is described in Section 2. We found 

considerable variation in the reflectivity spectra from different 

crystals.  In the semiconducting phase, for example, all samples 

showed a reflectivity peak near 1 eV and one near 3 eV, but the height 

of the 1 eV peak varied from the value shown in Figure IV-8 down to 

27f)  for different samples and the location of the peak varied between 

0.75 eV and 1.1 eV.  The variation in the high energy peak was not 

as extreme. All of our measurements were made with unpolarized light 

on (110) crystal faces.  Different surface preparations were tried, 

but the difference in reflectivity for the same sample with a natural 

face, a polished face, or an etched face was much less than the va- 

riation between samples. These differences are not due to errors in 

the measurement, since the values of reflectivity in each measurement 

are accurate to + 10^ as was mentioned previously. 

We see from Figures IV-8 and IV-9 that there is a large change 

in the reflectivity as the sample is heated through the transition 

temperature.  Below T there is a peak near 1 eV which is suggestive 

of an energy gap and above T there is a large free carrier like 
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reflectivity for energies below 1 eV.  There is also some structure 

near 1 eV in the metallic state. A peak near 3 eV appears in both 

phases. 

The reflectivity of V2O4 crystals has also been measured by 

Verleur ejt al. [5] and by Mokerov and Rakov [6J.  The data of 

Verleur ej; al. are shown in Figures IV-8 and IV-9, and the date of 

Mokerov and Rakov have similar features except that the peak at 

3 eV is larger than the 1 eV peak.  Considering the large variation 

we have observed from sample to sample for our own crystals, we do 

not consider that the differences between the spectra reported by 

ourselves, by Verleur £t al., and by Mokerov and Rakov to be signi- 

ficant.  Verleur et al. have also measured the reflectivity and 

transmission of thin V2O4 films and their data is shown in Figures 

IV-10 and IV-11.  These films sho\' features in reflectivity that 

are similar to bulk crystal data [5].  Looking at the absorption 

of the films, we see that for T < T^ there is an energy gap corre- 

sponding to the peak at 1 eV and there is a strong absorption cor- 

responding to the peak at 3 eV. For T > T there is a free carrier 

like absorption in the infrared and a strong absorption near 3 eV. 

The interpretation of the above bulk crystal and thin film measurements 

will be discussed in more detail in Chapter VI. 

2.  Transmission Measurements 

It was not hard to show that V;;04 transmitted infrared radiation 

below the transition temperature, but. the determination of an energy 

gap and its temperature dependence w.is quite difficult. We used very 
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thin samples so that the highest possible absorption coefficient 

could be measured. This allowed us to measure a portion of the 

absorption edge where the absorption was varying quite rapidly 

with energy, and consequently we could make a more accurate deter- 

mination of the temperature dependence of the transmission. 

Transmission samples were prepared from our better looking 

samples in the following manner; The crystals were first lapped 

flat on one side with 3 um AI2O3 abrasive and then polished with 

1 pun diamond paste on a silk lap. They were then turned over, lapped 

to the desired thickness, and polished on the same side. The lapping 

was always done parallel to the crystals natural (110) faces for both 

the transmission and reflection samples. The crystals were cemented 

to the lapping pedestal with Duco cement rather than wax or solder to 

avoid heating them through the transition temperature. Although most 

crystals broke during this process, we obtained five samples which 

were lapped to a thickness of 17 |im and three were successfully 

mounted and measured. 

The sample thickness was determined by measuring the height 

of the lapping pedestal first with the sample cemented in place and 

then with the sample removed. We used a thickness comparator which 

is accurate to better than 1 [im,  and we corrected for the thickness 

of the cement. The measurement of thickness is therefore accurate 

to about + 10^.  We did not attempt to make a more accurate measure- 

ment of the thickness after the sample was removed from the lapping 

pedestal because we were afraid of breaking the sample and because 
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our determination of the temperature dependence of the transmission 

did not depend upon exact knowledge of the sample thickness. 

A typical transmission sample is 0.025" wide, 0.100" long, 

0.0006" thick, and weighs about 75 ng.  When cementing the sample 

over the hole in the sample holder, shown in Figure IV-6, we found 

the surface tension force from a small drop of Duco cement was large 

enough to pull the sample out of place.  This problem was overcome 

by using a watch crystal cement which comes in a special tube which 

has an applicator shaped like a hypodermic needle [7].  This allowed 

us to apply a very tiny drop of cement directly to the edge of the 

sample, and we usually applied one small drop to each end of the sample, 

Measuring a successfully mounted transmission sample was dif- 

ficult due to focusing problems.  We wanted to measure the energy gap 

as a function of temperature, so we needed to compare transmission 

curves for one sample which were made at different temperatures. To 

do this we had to have Identical focussing at each temperature on both 

the sample and the detector.  The focus at the sample was arranged 

so that the image of the exit slit was smaller than the hole over 

which the sample was mounted.  Thus all of the light could pass 

through the sample and the hole in the sample holder when the focus 

was properly adjusted.  The samples were mounted over slit shaped 

vertical holes so the most critical focusing problem was in the 

horizontal direction. To aid in focusing the light simultaneously 

on the sample and the detector, we mounted the dewar on a sliding 

platform which permitted the sample to be moved sideways with raspect 
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to the light beam.  The focusing  procedure involved three steps: 

first the light was focused visually on the sample;, then the 

sample was removed and the light was visually focused on the de- 

tector, and finally the sample was replaced and the detector signal 

on the recorder was maximized by adjusting the focus at the detector 

and by moving the sample sideways in the light beam. When the sample 

holder temperature was changed, however, there were small changes 

in the position of the sample due to thermal strains in the dewar. 

Thus at each temperature the dewar was moved sideways to maximize 

the signal on the recorder.  Sometimes a slight adjustment of the 

vertical focus at the sample and detector was also necessary. 

We used an InSb detector for measurements on two of our three 

samples and a PbS detector for the third sample. The InSb detector 

had a larger long-wavelength cutoff, but the PbS detector had a 

better signal to noise ratio.  The response of the InSb detector 

was not uniform over the sensitive area, but the focusing procedure 

described above eliminated the possibility of errors arising from 

this factor.  The PbS detector did have a uniform response over the 

sensitive area. 

The data for a transmission versus temperature measurement 

for one sample are shown in Figure IV-12.  The I curve was measured 

with the light passing through the dewar windows, and was found to 

be the same both before and after the transmission measurements were 

made at different temperatures.  We could not measure a transmission 
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of less than 10"5 due to scattered light of long wavelength present 

In the exit beam of the monochromator.  The smallest amount of trans- 

mission which could be measured accurately was 10"4.  Using the value 

of crystal transmission T shown in Figure IV-12 and the value of 

reflectivity R shown in Figure IV-8, we can compute the absorption 

coefficient by using the formula T = (1 - R)2 e " where x is the 

crystal thickness.  For the wavelength where the transmission is 10"4 

at room temperature, the reflectivity loss is 58^ and the absorption 

coefficient turns out to be 5000 cm1. 

The energy dependence of the absorption coefficient of V2O4 

crystals at room temperature is shown in Figure IV-13 as measured 

on our samples and as calculated by Verleui et al. [5] from reflec- 

tivity data using a classical oscillator fit computer program.  The 

crystals measured by Verleur et jil. [5] have an absorption coefficient 

of 103 cm" or greater in the energy gap region which they attribute 

to a large density of states present in the energy gap.  From the 

figure it can be seen that our crystals have a much sharper absorption 

edge.  Since the reflectivity spectra of our crystals is similar to 

the reflectivity spectra of the crystals from which the absorption 

coefficient data in Figure IV-13 was calculated, we assume that the 

absorption coefficient of our samples rises to about 105 cm near 1 eV 

and is similar to the data in the figure for higher values of energy. 

To determine an exact value of the energy gap is impossible 

unless we can fit the energy dependence of the absorption coefficient 

to a theoretical model.  Experimentally the energy dependence does 
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not fit a (E - E ) or (E - E )5 dependence corresponding to a 
o e 

direct gap or a (E - E )2 dependence corresponding to an indirect 

gap, and there are no theoretical predictions about the shape of an 

absorption edge for an energy gap produced by correlation effects 

with which the data can be compared.  For our crystals the absorption 

coefficient of the edge varies from approximately 102 cm'1 to 105 cm'1, 

and the largest value of a we can measure accurately is 5000 cm*.  As 

can be seen from Figure IV-13 this value of a is approximately the 

geometric mean of the absorption coefficient of the edge, and the 

energy at which a = 5000 cm1 can be taken to be a good first approxi- 

mation to the energy gap. 

Experimentally we found that the shape of the a versus E curve 

did not change as the temperature was varied and we thus feel that 

the temperature dependence of the energy at which a = 5000 cm'1 can 

be interpreted as the temperature dependence of the energy gap. 

We found that as the temperature of a transmission sample was 

increased, the reflectivity peak near 1 eV moved to lower energy 

and the reflectivity increased somewhat. In order to make a plot of 

absorption coefficient versus energy at each temperature, the reflec- 

tivity would have to be measured at each temperature.  We found, 

however, that the value of reflectivity at the energy E when the 

crystal transmission T was 10"4 was constant to within 1^ as the 

sample temperature was changed from 20° to 60°C.  Thus above room 

temperature the value of E for which a = 5000 cm4 is identical to the 

value of E for which T = 10"4 and can be found from curves similar to 

those in Figure IV-12.  Below room temperature it is hard to measure 
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the reflectivity accurately since the sample has to be put in the 

dewar and focusing becomes very difficult.  Extrapolating from the 

measurements above room temperature, however, we will assume that 

the energy at which T = 10"4 is also the energy at which a " 5000 cm 

below room temperature.  If this assumption is not exact, only a small 

error will be introduced.  For example, if the value of (1 - R) at the 

energy where T = 10"4 increases by 5^ below room temperature, the value 

of the energy at which a = 5000 cm1 would increase by 0.0015 eV. 

Looking ahead to Figure IV-lk  we see that this would introduce only a 

very small error in the shape of the E (T) curve and it would only 

affect the low temperature portion of the curve. 

We also notice in Figure IV-12 that the crystal transmission for 

low energies is higher at lower temperatures.  This results from the 

fact that at low temperatures the reflectivity loss for energies in 

the gap region is much less than at high temperatures. We would like 

to emphasize that the difference in crystal transmission at low energies 

for different temperatures is not the result of an experimental error 

and does not indicate that the value of reflectivity loss at the energy 

where a = 5000 cm1 is temperature dependent.  The uncertainty in read- 

ing the 10"4 transmission point from curves similar to Figure IV-12 is 

+ 0.0015 eV.  Errors due to focusing and changes in the reflectivity 

with temperature are estimated to produce an uncertainty in transmission 

(ATZT) = + 0.08.  This gives an added uncertainty in the value of 

energy where the transmission equals 10"4 of + 0.0015 eV.  Thus the 

total uncertainty in each value of energy is + 0.003 eV plus the 
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possible low temperature error mentioned above. 

Figure IV-14   shows  the temperature dependence of the energy 

at which  the crystal   transmission is equal   to  10"4 for  these  samples. 

The curve does not   show a precipitous drop near  T    and  the uncertain- 

ty of + 0.003 eV in  the determination of each point  does not permit 

a curve which  is much  different  from the one   shown  in the  figure  to 

be drawn through  the data points.    This measurement definitely shows 

that a second order  crystal distortion induced  transition such as 

described by Adler  and Brooks  [8]  is not  present  in V2O4.    A first 

order  crystal  distortion  induced transition,  however,  might  still  be 

compatible with  the above data if the temperature T    was  several 

degrees lower  than T   .    The interpretation of the above transmission o 

measurements will  be discussed further  in Chapter  VI. 
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Chapter V 

UNIAXIAL STRESS MEASUREMENTS 

In this chapter we will discuss the uniaxial stress measure- 

ments which we made and their interpretation. Measurements were 

made of the dependence of the resistivity and the transition tem- 

perature on c-axis uniaxial stress.  From X-ray data it was known 

that the c-axis contracts by about Vf>  when the crystal is heated 

through the transition [1], and so it was expected that the transition 

temperature would decrease with c-axis uniaxial stress. We also 

attempted to make measurements with stress applied to the 

as grown (110) crystal faces, but the transition was broadened and 

the change in T with stress could not be determined. However, if 

we recall that the a-axis expands and the b-axis contracts during 

the transition and that below the transition temperature the crystal 

is composed of domains in which the a-axes and b-axes are inter- 

changed, then we can understand this broadening of the transition in 

terms of a simple model: Stress applied in the basal plane of the 

crystal would raise the transition temperature of some domains and 

lower the transition temperature of others. 

By comparing the decrease in the transition temperature with 

stress to the change in resistivity with stress and using a one band 

model for V2O4 we hoped to see if there was any simple connection 

between the carrier concentration in the conduction band and the 

transition temperature. In particular, we wanted to test the 



•118- 

predictions of the Adler-Brooks theory [2,3].  We found, however, that 

the interpretation of our uniaxial stress data was somewhat difficult 

and that more information could be obtained by comparing our results 

to hydrostatic pressure measurements on V2O4. 

A.  Uniaxial Stress Apparatus and Sample Preparation 

The apparatus shown in Figure V-l was available in the laboratory 

for the production of uniaxial stress [k].    The bottom of the appa- 

ratus where the sample is mounted is suspended on a foot long tube 

from the mounting platform which can be clamped to a table.  This 

allows stress measurements Lo  be made with the sample in a temperature 

bath or a dewar. The sample is mounted between sapphire blocks and 

is compressed by the piston, rod, and weights which it supports. 

The large bolts serve as guides for the piston which slides between 

them with very little clearance and very little friction. Most of 

the measurements were made with the bottom of the stress apparatus 

sitting in an American Instrument Company oil bath temperature con- 

troller [5]. The current in the oil bath heater is turned on and 

off by a bi-metallic strip relay which controls the bath temperature. 

The rated temperature regulation is + 0.0010C, but the temperature 

of the oil was found to fluctuate by + O.Ol0C. 

We had some difficulty in obtaining and mounting high quality 

samples for the stress measurements.  Even our best samples broke 

with stresses of between 1 kbar and 2 kbar. We therefore limited 

the stress used to less than 1 kbar, kept the thermal cycling 
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FIGURE 1-1 Schematic dicgram of unlaxlal stress apparatus. 
(Not to scale). 



■120- 

through the transition to a minimum, and used only our smaller and 

stronger crystals for these measurements.  A typical sample was 

0.020" X 0.025" in cross section and 0.075" long. A special jig 

was designed so that the end of the crystal could be lapped parallel 

to each other and perpendicular to the length of the crystal.  Four 

leads of 0.002" platinum wire were attached to the sides of the 

crystal with silver epoxy, and then the crystal was mounted vertically 

in the stress apparatus as shown in Figure V-l. A piece of one mil 

thick mylar was put between the ends of the sample and the sapphire 

blocks to accommodate for an> irregularities in the end faces of the 

crystals. A magnifying telescope was used to align the crystal ver- 

tically before lowering the piston onto the sample.  The lower end 

of the rod was hemispherically shaped so that no torque would be 

applied to the piston and crystal when the rod was raised or lowered 

or when weights were added. 

B.  Change of the Transition Temperature with Stress 

In order to speed up data taking and simplify the determination 

of the transition temperature of samples under different stresses, a 

Mosely Autograf Model 7001A x-y recorder was used to record the sample 

resistance versus temperature.  The x-axis was connected to a copper 

constantan thermocouple mounted on the piston of the stress apparatus 

and the y-axis recorded the voltage drop across the sample potential 

leads.  The sample resistance was less than 10 k n and a 1 M ft resistor 

was placed in series with the sample and a 100 volt battery to produce 
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a constant current through the sample.  Figure V-2 shows the re- 

corder trace that was obtained when a sample was cycled through 

the transition both ways at a rate of 1CC every 15 minutes. This 

heating and cooling rate was achieved by leaving the heater and 

stirrer in the oil bath turned on and adjusting the heater voltage 

with a variac to 85 V for heating and ^5 V for cooling. 

Although the configuration described above was suitable for 

preliminary measurements,we found that a modification of the cir- 

cuitry enabled us to obtain more accurate determinations of the 

transition temperature. Figure V-3 shows the data that were obtained 

when the x-axis was swept in time at a rate of 100 sec/inch and the 

heating rate was the same as described above. The temperature scale 

on the recorder chart was determined by monitoring the voltage on 

the thermocouple with a Leeds and Northrup type K-3 potentiometer and 

a Leeds and Northrup type M galvanometer and by placing a pip mark 

on the recorder trace by hand each time the potential changed by 1 nV. 

The figure shows the change in transition temperature as the sample 

is heated through the transition with different amounts of c-axis 

stress. Notice that there is only a slight change in the shape of 

the curve as the stress is increased. The displacement of the curve 

on each of the three y-axis voltage scales is shown in the figure 

and the average displacement of the curve is 25 liV. 

To compute a number representing the change in T with stress 

for a given sample, data similar to Figure V-3 are taken for heating 

and cooling without the stress, then twice with the stress, and then 
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x: Thermocouple 
Voltage 
(20/iV/inch) 

y: Voltage Drop 
Across Sample 

(Three Voltage Scales: 
10, 1, S QlmV/inch) 

65.8° C 
(2.723 mV) 

y = 0 \ 

FIGURE Y.-2    Recorder trace of the resistance versus 
temperature for sample c-4 as it is cycled through the transition 
at a rate of 0.07°C/minute. 
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FIGURE 2-3   Recorder trace of resistance versus temperature as 
sample c-4 Is heated through the transition with different amounts 
of c-axis stress.   The change in transition temperature Is 25ftV or 
0.57oC for 431 bar. 
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once without the stress again.  If ths  data are consistent, values 

of the change in T for heating the sample and for cooling the sample 

uiB  determined and then these two values are averaged to obtain 

dT /dS.  This procedure reduces errors due to a change in the amount 

of hysteresis with stress which was observed for some samples. 

During the course of making measurements the leads sometimes 

came off and had to be reattached. Thus a sample would be labeled 

c-^-2 to denote that it was the fourth c-axls stress sample to be 

measured and that the leads had been put on for the second time. 

The following data were obtained; 

Displacement of Te 

-57 nv/kbar 

-5k.5  |iV/kbar 

-58.7 |iV/kbar 

-52.3 iivAbar 

-60.8 |iV/kbar 

If these values are averaged we obtain a shift of -56.7 |iV/kbar or 

HT 
TT*- = -1.30I^/kbar.  The error in determining this coefficient arises 

primarily from variations from sample to sample, variations from run 

to run with the same sample, and changes in the shape of the resisti- 

vity curve as stress is applied.  The uncertainty in the measurement 

from these sources is estimated to be + 10f). 

One check on the above measurement is the Clauslus-Clapeyron 

equation, but before we can write this expression we must determine 

the appropriate form of the Gibbs function.  In the most general case 

we can write G = U + 2 s^Cij - TS where Sij is a tensor component of 

Sample Max. Stress 

c-2-1 313 bar 

c-3-1 257 bar 

c-k-l 431 bar 

c-U-2 h3l  bar 

c-5-1 380 bar 
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the stress and Cij is a tensor component of the strain [6].  In our experi- 

mental setup we are applying only c-axis stress and so only S33  is nonzero. 

During the transition, however, the crystal distorts and some shear stress 

will arrise. This shear stress, however, will be small and can be ignored 

since the coefficient of friction between the mylar pieces supporting the 

sample and the polished sapphire pieces is low. We will thus write the 

Gibbs function as G = U- TS + 833633. This Gibbs function leads to a Clausius- 

Clapeyron equation which can be written . g  = - i^3 where S33 is the c-axis 
as33    L/Te 

stress, Ae33 is the change in c-axis strain which can be expressed as Ae33 = 

I—-1 V , , and L is the latent heat per mole [7], The latent heat of single 

crystals has been measured to be L = 1020 cal/mole [8], the change in the c- 

axis lattice constant has been reported to be Ax0= 3.5 pm [1], and the 

molar volume can be computed from the x-ray unit cell dimensions to be 

dT- 
V , = 17.8 cn^/mole [91. Putting these numbers together we obtain —r-  = mole        /    L J       o o ds 

-1.73"c/kbar which is somewhat larger than the experimental value of -1.30C/kbar, 

Most of the difference between these two values can be accounted for by the 

large uncertainty of at least + 205t in the measurement of Axc/x [1]. We 

dTc thus conclude that our measured value of -TT— and the value calculated from 
dS 

the Clausius-Clapeyron equation agree to within the experimental uncertain- 

ties of the two values. 

C.  Change of the Semiconducting Resistivity with Stress 

Measurements of the c-axis stress dependence of the resistivity in 

the semiconducting state were made at temperatures from -15°C to 

+ 50'C on the same samples that were used to measure the stress 
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dependence of the transition temperature.  For measurements between 

10°C and 50oC the American Instrument Company oil bath which could 

be water cooled was used to regulate the temperature and only the 

measuring electronics had to be changed.  For measurements between 

-15°C and 30°C the sample end of the stress apparatus was placed in 

a polystyrene tube through which cold nitrogen gas was circulated. 

The gas was passed through a dehumidifier and a copper coil immersed 

in acetone and dry ice, and the temperature of the sample was deter- 

mined by adjusting the nitrogen flow rate. Care had to be taken to 

prevent water vapor from entering the system because it would con- 

dense on the sample and produce leakage currents. 

For this measurement a constant current source was connected 

to the current leads of the sample and the voltage leads were con- 

nected in series with a Leeds and Northrup type K-3 potentiometer 

and the y^axis of a Moseley Autograf model 7001A x-y recorder. The 

potentiometer was used to null out.most of the voltage drop across 

the sample and the x-axis of the recorder was swept in time.  Figure 

V-k  shows the recorder trace that was obtained as the weight on the 

sample was varied. Notice that there is very little friction in the 

apparatus and that the readings for P+R are almost the same when the 

weight on the sample is being increased or decreased. Notice also 

that the displacements on the recorder are proportional to the weight 

supported by the piston. In the lower temperature measurements the 

sample impedance became large compared to the recorder input impedance 

and an electrometer had to be used to measure the voltage across the 
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x: Time (100 sec/inch) 

y : Voltage Drop Across Sample 

(10 mV/inch) 

P: 

1.45 mV 

P + R :        v* 

WM»<»^ 

P + R + W : 

P: Piston = 275 g = 142 bar 

R: Rod = 832 g = 431 bar 

W: Weight  =     500 g     =   259  bar 

FIGURE Y-4    Recorder trace of resistance versus time for 
sample c-4 as the c-axis stress is varied at room temperature 
The resistance change is 2.15 % for a stress of 690 bar. 
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sample voltage terminals. The electrometer output was connected to 

the recorder and potentiometer as above. The noise was greater 

for the lower temperature measurements^ and the temperature control 

when nitrogen gas was used for cooling was not nearly as good as 

when the oil bath was used. The above circuit, however, allowed 

measurements to be made even In the presence of considerable noise 

and drift. 

Figure V-5 shows the results of our measurements ofdSnB/dS   as i 

function of temperature.  It is clear from the figure that this co- 

efficient decreases as the temperature is reduced, but it is impossi- 

ble to tell the exact shape of curve from the data.  It is possible 

that the variation from sample to sample may be due in part to the 

presence of cracks or imperfections in the crystal structure which 

affect the stress dependence of the resistivity. The variation from 

run to run could be due to the development of cracks in the sample 

and loosening of the contacts as the sample is thermally cycled and 

stressed. Data were not taken at higher temperatures since the noise 

became too large near the transition temperature. If the estimated 

average curve shown in the figure is extrapolated to Te, then we ob-, 

tain f""^-)T 
= -4.336/kbar. The uncertainty in this value is about 

20^ and arises from the variation from sample to sample and from run 

to run. 
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D.  Comparison with Hydrostatic Pressure Measurements and Interpretation 

It was hoped when this research project was begun that the 

Adler-Brooks theory would apply to V2O4 and that the predicted re- 

lationship —. * 0 = —. e could be confirmed by unlaxlal stress 

measurements [2,3].  The results of our optical measurements, however, 

indicate that the simple form of the Adler-Brooks theory in which the 

above relationship is derived does not apply to V2O4 [2],  First we 

found that the energy gap was between 0.7 eV and 0.8 eV and so the 

ratio (Eg)o/kTo was about 25.  The relationship d C7j(Eg)Q/dS = d An To/dS 

is only valid for the narrow band approximation when (Eg)o/kTo < 10, 

and for (Eg)o/kTo ^ 25 we would expect d 0n(Eg)o/dS to be somewhat 

smaller than d £n To/dS [10]. Our measurements also showed that the 

energy gap did not decrease sharply near Te, and this Indicates that 

even if the Adler-Brooks theory applies to V2O4, a first order tran- 

sition occurs at a temperature Te below the second order transition 

temperature To> Thus we cannot test the Adler-Brooks theory by com- 

j   .  d frt(E,)o    d )&n Te 
paring the quantities —Tg — and —~— [3], 

Although the Adler-Brooks theory could not be tested directly, 

we still considered it of interest to try and determine whether the 

population in the conduction band was involved in the transition 

mechanism. To determine whether or not the transition occurs at a 

particular carrier density, we felt that a knowledge of both stress 

and pressure measurements was necessary and our interpretation will 

be presented following a review of recent pressure measurements on 

V204. 
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The dependence of the transition temperature upon hydrostatic 

pressure has been measured on our crystals for pressures up to 9 kbar 

dT 
by Rosevear, and a coefficient -r^2- ■ 0.061 + 0.012 •c/kbar was obtained 

' aP        — 

[11]. This is twenty times smaller than the c-axis stress dependence 

as is expected since the volume change during the transition is quite 

small. Berglund and Jayaraman have also measured the pressure dependence 

of the transition temperature for pressures up to kO  kbar and obtained 

dT cc 
the coefficient -r^2- = 0.082 + 0.005 -r^-  [12].  Although these two 

measurements are not quite within the experimental errors quoted, 

the differences between the measured values of the pressure cotfficient 

are as likely to be due to differences between the samples measured 

as to errors in the measurements.  Both ox  these recent measurements 

disagree with the earlier measurements of Minomura and Nagasaki who 

dTe 
found -T^T" ■ O.U6cC/kbar [1].  Since their measurements were made on 

dP 

poor quality crystals and since the coefficient is so small, it is 

not t_o surprising that their results are inconsistent with more 

recent data. 

dTc  (^v)mole 
The Clausius-Clapeyron equation -7— = —-y-  can be used to 

dTc 
check the measurements of -r—-,  but the X-ray data available for this 

a? ' 

calculation are not as accurate as one would desire.  The measurements 

of Minomura and Nagasaki indicate that AV/V is less than 0.1^ during 

the transition which means that dTe/dP should be less than 0.lJ+
cC/kbar 

[l]. This is approximately twice the experimental value and so we 

can say that the Clausius-Clapeyron equation is satisfied, but it is 

not a good check of the measured values of dT /dP. McWhan has recently 
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made a measurement of the change in volume at the transition tem- 

perature and he has found that AV/V ■ 0.1 + O.k'ji  [13].  These data 

clearly are in agreement with the experimentally measured values of 

dTe/dP, but the error is even larger than that in the measurements 

of Minomura and Nagasaki.  Beylund and Jayaraman [12] have stated 

that the Clauslus-Clapeyron equation checks out using the value of 

dilatation measured during the transition in sintered samples by 

Kawakubo and Nakagawa [1^]> but this is not correct since the measured 

value &£/£ = 0.13^ is five times to large to satisfy the Clausius- 

Clapeyron equation. This disagreement is not surprising since during 

the transition two axes expand and one contracts and so the dilatation 

of ceramic samples could be expected to give an overestimate of the 

volume change during the transition. 

The dependence of the resistivity in the semiconducting phase 

on hydrostatic pressure has been measured on our samples at room tem- 

perature and the resistivity has been found to decrease linearly for 

pressures up to 30 kbar with a coefficient ? "35 " -1.55t/kbar [15]. 

Our measurement gives a coefficient which is slightly larger than the 

value of 1^/kbar measured by Neuman, Lawson, and Brown [16], and we 

attribute the difference to the fact that our crystals were of much 

higher quality. Berglund and Jayaraman have made pressure measure- 

ments on semiconducting V2O4, but they held the pressure constant and. 

varied the temperature in their measurements [12].  They then computed 

the pressure dependence of the activation energy from the change in slope 

of their %R versus 1/T plots for different pressures. This procedure, 
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however, cannot be justified since their %R versus l/T plots, 

like ours, are not straight lines and so an activation energy 

cannot be obtained from their data. It will be shown in Chapter 

VI that if band theory applies to semiconducting V2O4, then the 

shape of the resistivity versus temperature curve is determined by 

the change in the distance of the Fermi level from the conduction 

band with temperature. 

We will now try and relate the change in resistivity with 

stress or pressure to a change in the carrier concentration in the 

conduction band. We will assume that the conductivity can be written 

cr = ne |i and that n changes more than \x  with the application of stress 

or pressure. This assumption is somewhat difficult to justify since 

the fractional changes in resistivity measured are of the same order 

of magnitude as the mobility changes found in classical semiconductors 

such as germanium [17], Nevertheless, for the moment we will assume 

that the change in mobility with stress or pressure can be ignored. 

Let us now try and interpret the experimental results. The 

change in resistivity with stress is -3.6^/kbar and the change in 

resistivity with pressure is -1.5^/kbar. Thus if the change in 

resistivity results from a change in carrier concentration, and 

the transition always occurs at a particular value of carrier con- 

centration, we would expect that the coefficients of the change in 

transition temperature with stress and pressure would have the ratio 

of 3.6/1.5. This is not observed since the transition temperature 

decreases at a rate of 1.30C/kbar with stress whereas it increases 
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at a rate of 0.08oC/kbar with pressure. Within the limits of our 

model we are forced to conclude that the carrier concentration has 

no simple relationship to the transition temperature. Our model, 

however, is very crude and it is quite possible that the mobility 

effects are important. Whether or not the Inclusion of mobility 

effects would change our interpretation is impossible to predict. 

Further discussion of the semiconductor-metal transition will be 

reserved for Chapter VI. 

/ 
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Chapter VI 

SUMMARY OF OTHER RECENT WORK AND CONCLUSIONS 

This chapter will first give a summary of the experimental 

and theoretical work completed by other investigators during the 

course of this research program, and then present our present under- 

standing of the properties of the high and low temperature phases 

of V2O4 and of the mechanism of the semiconductor-metal transition. 

We shall see that there are still some basic questions which are 

unanswered and we will suggest further experimental and theoretical 

investigations which should lead to a better understanding of the 

properties of this material 

A. Recent Experimental Work by Other Investigators 

In this section we will review a selection of the large volume 

of recent experimental work which is judged to be significant because 

it was carefully carried out on high quality crystals. Throughout 

this section crystals will be said to have a sharp transition if the 

change in resistivity at the transition temperature occurs over a 

small temperature interval, and crystals with a sharp transition 

and a large resistance ratio will be called high quality crystals. 

This terminology is justified by the fact that we are primarily con- 

cerned with studying the semiconductor-metal transition and so we are 

most interested in examining the properties of crystals with a sharp 

transition and a large resistance ratio. The degree to which these 
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propertles correlate with the purity, stolchiometry, and crystalline 

perfection of V2O4 crystals has not yet been completely determined. 

The section will be organized under five headings: crystal growth 

and analysis, electrical measurements, optical measurements, mag- 

netic measurements and thermal measurements. 

1. Crystal Growth and Analysis 

It is very important to make measurements on high quality well 

characterized crystals when studying the semiconductor-metal tran- 

sition in V2O4, since there is a considerable amount of variation in 

the measured properties reported by different authors which is 

probably due to differences in the crystals which were measured. 

There are now two methods which give large high quality single 

crystals: the vacuum reduction method of Sasaki and Watanabe [1], 

and the vapor transport method of Bando et al. [2]. Both methods 

are discussed in Chapter II. The vacuum reduction method has been 

used by Guggenheim to produce crystals up to 1 cm on an edge which 

have a sharp resistivity transition and a resistance ratio Rg 

105 [3]. The vapor transport method of Bando et al. has been used 

to make crystals which are almost as large and which have similar 

electrical properties. This method uses a closed tube vapor trans- 

port system and appears to be the simplest method of growing high 

quality crystals. The structural and optical properties of crystals 

grown by this method have not yet been reported. We have grown 

smaller crystals by the slow cooling method of Sobon and Greene [k] 
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which have the sharpest electrical transition reported, a resistance 

ratio of RgAm = 105, and steeper absorption edge then the crystals 

grown by Guggenheim [5].  Our crystals and those grown by Guggenheim 

have been analyzed for chemical purity and stiochiometry and found 

to have similar characteristics. The impurity content was shown to 

be less than 10~6 by spectroscopic analysis, but the stoichiometry 

could only be analyzed to approximately one atomic percent by chemical 

means. Unfortunately, however, a variation in stoichiometry of one 

atomic percent could produce a carrier concentration of more than 

1020 cm'3, a value much higher than that usually observed in high 

quality crystals.  Since more accurate methods of measuring the 

stoichiometry are not available, the contribution of variations in 

the stoichiometry to the carrier concentrations observed in different 

crystals cannot be determined. The crystal structures of our crystals 

and those of Guggenheim and of Bando et  al. have been verified by 

X-ray analysis. The presence of domains in the low temperature phase 

which has been discussed in Chapter III has been investigated in 

detail by Fillingham [6]. This phenomenon complicates the measure- 

ment of the tensor properties of crystals below the transition 

temperature. 

Several investigators have grown and measured the properties 

of doped V2O4 crystals, although the structure of the samples has not 

been examined very carefully. Guggenheim has grown doped samples 

using the vacuum evaporation growth method and measured their electrical 

properties [3].  Some of his crystals were analyzed with X-rays to 
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determine their structure, but the details were not reported [3], 

The stoichlometry of these crystals was also not measured. The 

largest change In the transition temperature with doping was found 

to be -170C/atomlc percent for niobium doped crystals. Crystals 

with as little as 0.035^ of cobalt were found to have a resistance 

ratio of only Rg/Rn, B, 100 and a very large amount of hysteresis in 

the resistivity. It appeared that when the vanadium was replaced 

by smaller cations the transition temperature decreased. ITmeda et 

al. have reported the existence of a third phase during the tran- 

sition process in polycrystalline V2O4 [7], and Mitsuishi has iden- 

tified this phase as trlchinic and shown that it occurs when the 

crystal is doped with certain cations such as iron which tend to favor 

oxygen deficiency in the crystal [8]. Thus any investigation of 

doped crystals should Include a structural analysis of the crystals 

measured. 

Some very interesting work has been done by Nygren and Israelsson 

who have shown by differential thermal analysis that the transition 

temperature of powdered samples of tungsten doped VzO* decreases by 

about 800C/atomic percent [9]. The low-temperature phase was found 

to have the normal monoclinic structure. Measurements were made 

for doping levels up to a little more than 2 atomic percent. The 

phase relations of the vx
wi O? systems have been investigated further 

by Israelsson and Kihlborg who have found that there are five phase 

regions present in this pseudoblnary system when x is varied from 0 

to 1 at room temperature [10].  For 0.33 < x < 0.98 the rutile 
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structure is the stable phase at room temperature. These measure- 

emtns were made on powdered samples and it would be of interest 

to grow single crystal specimens of this material since almost any 

value of transition temperature below 65CC seems to be available 

by changing the amount of tungsten in the crystals. 

Another interesting aspect of the crystal growth problem is 

the study of Magneli phases. These phases are structures in which 

the rutile lattice is periodically interrupted by a plane of inter- 

stitial atoms and which have the general formula V 0„  n [111.  The 
n 2n-l 

Magneli phases for n = 3,h,5  have been grown by the vapor transport 

growth method of Nagasawa et al.   [12]. These materials have been 

determined to have transitions between states with different con- 

ductivities by the electrical measurements of Dkinaka et al. [13, 

1^4-, 15].  Information on the V-0 phase diagram and analysis of the 

phase boundaries has been reported by MacChesney et^ al. [16] and 

Kosuge [17]. A further investigation of transitions in the Magneli 

phases may give information which helps to understand the transition 

in VgC^. 

Crystalline and amorphous films of V2O4 have been grown by 

several investigators.  The crystalline films have not, however, 

been characterized very carefully and do not show as sharp an 

electrical transition as single crystals.  Good crystalline films 

have been grown by Hensler by sputtering [18], by MacChesney et al. 

by the reduction of V2O5 films [16], and by Powell et £1 by the 

oxidation of vanadium films [19].  The sharpest transition was seen 
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by Powell whose films had a resltance ratio R_/R ■ 104. The 
s m 

stoichiometry  has not been checked for any of these crystalline 

films. Amorphous films have been grown by Kennedy and Mackenzie 

which do not show a transition [20]. Films grown above the tran- 

sition teir^erature had a low resistivity and a small} negative 

temperature coefficient of resistivity at all temperatures, whereas 

films grown below the  transition temperature had a resistivity 

which was three orders of magnitude larger and a negative temperature 

coefficient of resistivty at all temperatures [21]. When these 

films were annealed they showed a transition between two states with 

different values of conductivity but with similar negative temperature 

coefficients of resistivity. X-ray diffraction measurements showed 

that the annealed films were polycrystalline. Although these results 

are very interesting, the films have not been characterized very well 

and only show a resistance ratio of one hundred at the transition. 

The stoichiometry is only known to be correct to within three atomic 

per cent, and the annealing may have changed the stoichiometry by a 

considerable amount. The relationship between the magnitude of the 

resistance ratio observed and the grain size in the polycrystalline 

films is also unknown, whereas the properties of the observed tran- 

sition could depend quite strongly on the grain size of the films [22]. 
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2.  Electrical Measurements 

Electrical measurements have been made on pure and doped 

single crystals and on thin films of V2O4.  Although there is con- 

siderable difference between the resistivity versus temperature 

curves obtained from crystals grown by different researchers as is 

shown in Figure III-6, the transition temperature for undoped 

crystals does not vary by more than 10oC.  This variation in resis- 

tivity behavior underscores the need to measure high quality well 

characterized crystals. 

Our measurements of the temperature dependence of the resis- 

tivty and the hysteresis of undoped samples are the most complete 

to date. The resistivity change at the transition of the crystals 

grown by Guggenheim [3] and Bando et gQ. [2] appears to be nearly as 

sharp as that of our crystals. The anisotropy of the resistance 

has been measured on high quality crystals by Everhart and MacChesney 

[23].  Because of the formation of domains,only the conductivity 

parallel and perpendicular to the rutile c-axis can be determined, 

and it is found that the c-axis conductivity is approximately a 

factor of two higher in the semiconducting state and approximately- 

a factor of ten higher in the metallic state. 

The properties of doped crystals have been measured by several 

investigators. MacChesney and Guggenheim have measured the conduc- 

tivity of V2O4 crystals doped with various impurities [3].  In 

general, the resistance ratio of the transition is reduced whereas 

the transition temperature and conductivity may either be raised or 
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lowered. The stolchlometry of the doped crystals was not measured. 

Everhart and MacChesney found that in comparison to undoped crystals, 

a crystal grown under similar conditions which was doped with about 

O.Vf»  of iron had an anisotropy which was approximately ten times 

larger, a conductivity which was higher, and a resistance ratio 

which was much smaller. This is a rather large effect for such a 

small amount of impurity, and is typical of the type of results 

that have been observed. The stolchlometry and the crystal structure 

of the low temperature phase were not measured, and it is possible 

that the iron doped crystals have different structural properties 

than the undoped samples as was observed by Mitsuishl [8]. 

The dependence of the conductivity on frequency, stress and 

pressure has been measured for single crystal V2O4. The frequency de- 

pendence of the conductivity of high quality single crystals with a 

resistance ratio R/R ~ A 104 has been measured for frequencies up 

to 24 GHz by Kabashima et  al. [24]. The conductivity at room temperature 

Is constant up to frequencies of f^-io8 Hz and then increases with 

frequency approximately as f . The flat response up to 108 Hz is 

typical of band type conductivity whereas the frequency dependence 

above 10e Hz is usually associated with hopping type conductivity. 

The frequency at which the conductivity begins to increase is smaller 

at lower temperatures. Our measurements of the stress and pressure 

dependence of the semiconducting resistivity were discussed in 

Chapter V. Berglund and Jayaraman have also measured the pressure 
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dependence of the resistivity of high quality crystals, but their 

analysis of the change in activation energy with pressure in the 

semiconducting state is incorrect as was pointed out in Chapter V 

[25].  Their measurement of the change in conductivity with pressure 

in the metallic state shows a slight conductivity increase and then 

saturation above about 15 to 20 kbar. This is consistent with a 

model which postulates overlapping conduction bands. 

Other electrical measurements such as Hall effect and thermo- 

electric power have been made on high quality crystals.  Rosevear 

and Paul have measured the temperature dependence of the Hall effect 

in the semiconducting state for crystals grown in our laboratory 

and found a Hall mobility MH = 0.5 cm2/Vsec which decreases slowly 

and linearly with increasing temperature [26]. This is the most 

precise Hall data now available. Barker et al. have also measured 

the Hall effect and obtained Hall mobilities of nH ~ 0.6 cm
2/Vsec 

in the semiconducting state and nH ^ 16 cm
2/Vsec in the metallic 

state [27]. These data are for three small crystals with resis- 

tivity ratio R /R ~ 104 and the experimental uncertainty is quite 

large. The thermoelectric power of high quality crystals has been 

measured by Bongers [28] and by Kitahiro and Watanabe [29].  In 

the semiconducting state the thermoelectric power a of high quality 

crystals is about -900 |iV/0C and decreases with temperature.  Above 

the transition temperature, a is approximately - 30 \iV/°C.    The sign 

corresponds to conductivity by electrons in both phases.  Berglund 
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and Guggenheim report that the thermoelectric power Increases with 

temperature in the metallic state [30], and they and other researchers 

have reported values as low as a ~ -100 nV/0C in the semiconducting 

state. The lower values of a *r.t usually observed for crystals with 

smaller values of resistance ratio. 

Electrical measurements have been made on thin films of V204 by 

several investigators. Hensler has measured the resistance, Hall 

voltage, and thermoelectric power of crystalline films which have a 

resistance ratio of 103 [18]. The stoichiometry and impurity con- 

tent of these films have not been measured, and there are variations 

of an order of magnitude between the properties of different films. 

The Hall mobility was about an order of magnitude lower than the bulk 

crystal values measured by Rosevear and Paul [26]. The thermoelectric 

power measurements were about an order of magnitude smaller in the 

metallic state and approximately the same in the low temperature 

phase as bulk crystal data. The measurements made by Mackenzie on 

amorphous V2O4 films were mentioned in the last section. None of 

the films used in the measurements described above have been charac- 

terized sufficiently well so that they can be taken to represent the 

properties of pure, stoichiometric V2O4 and films with large values 

of resistance ratio have not yet been grown. Thus greater emphasis 

in this review is being placed on single crystal measurements than 

film measurements. 
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3.  Optical Measurements 

Our optical measurements and the reflection and transmission 

measurements of other investigators were discussed in Chapter IV. 

This section will deal with the photoemission measurements of Powell 

et al. [19^30] and the infrared reflectivity measurements of Barker 

et al.[27]. 

Photoemission quantum efficiency and energy distribution curves 

were obtained by Powell _et al. for polycrystalline films which h?d a 

resistivity ratio RVR = 104. In both the semiconducting and 

metallic states there is evidence of a high density of states band 

approximately 2.5 eV below the Fermi level. This band is believed 

to be the filled oxygen 2p band.  In the semiconducting state there 

is a band gap of approximately 0.7 eV around the Fermi level and 

in the metallic state a high density of states is observed at the 

Fermi level. Details of the density of states could not be resolved 

because of broadening effects.  Figures IV-1 and VI-2 show the density 

of states information obtained from this measurement. 

Infrared reflectivity has been measured by Barker et  al. from 

1 |im to 100 \m}  but the crystals used were not of the best quality 

and cracked during the measurements [27]. A classical oscillator fit 

computer analysis of the reflectivity data was also used to determine 

the dielectric constant and the frequencies of the strongest optically 

actives modes. Measurements were made with polarized light parallel 

and perpendicular to the tetragonal c-axis.  This measurement gives an 
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approxlmate value of the low and high frequency dielectric con- 

stants which can be used to help evaluate whether or not polarons 

are present in V2O4.  This topic will be discussed in Section C. 

k.    Magnetic Measurements 

This section will summarize the recent measurements of Mossbauer 

effect, magnetic susceptibility, nuclear magnetic resonance, and 

electron spin resonance. The Mossbauer measurements made by Kosuge 

on powered samples showed that there is not antiferromagnetism in 

the low temperature phase [17,31], This is in contrast to the case 

of V2O3 where Mossbauer measurements made by Singo et al. clearly 

show that there is an internal field present in the low temperature 

state which disappears suddenly at the transition temperature [32], 

The estimated Neel temperature for the V2O3 crystals measured is 

200oK which is considerably higher than the transition temperature 

of about 1500K.  In these measurements the materials were doped with 

about Vfa  of Fe57 which was necessary in order to obtain the Mossbauer 

effect. The presence of this impurity affected the structure of the 

V2O4 somewhat, but this effect does not alter the conclusion that 

V2O4 is not antiferromagnetic in the low-temperature phase. 

Magnetic resonance measurements have been made on pure and 

doped V2O4 crystals and powder.  Umeda et al have measured the NMR 

spectrum of V51 in powdered V2O4 and shown that a new phase is present 

in a small temperature region near the transition [33].  Umeda et al. 

have also shown that this third phase only occurs in crystals which are 
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impure [3^]. The NMR measurements also Indicate that V2O4 is not 

antiferromagnetic below the transition temperature. The Knight 

shift was found to be positive below the transition temperature and 

negative above. The negative shift in the metallic state indicates 

that the contribution from the core polarization is larger than the 

Van Vleck paramagnetic contribution.  The positive shift below the 

transition can be explained by assuming that the 3d electrons are 

paired up in chemical bonds on the closely spaced cations, thus 

eliminating the core polarization contribution.  Electron spin 

resonance measurements made by Umeda £t al. [3^] and by Goto et al. 

[35] also suggest that the electrons in the low temperature phase 

are paired up.  The measurements of Goto et  al. are on Ti doped 

single crystals and the strength of the absorption and the line 

shapes suggest that each Ti ion introduces one unpaired and local- 

ized electron into the crystal.  This is exactly the result one 

would expect if the electrons were localized in pair bonds below 

the transition temperature.  As the concentration of Ti ions in- 

creases, the holes become more mobile and the absorption lines 

broaden. 

Magnetic susceptibility measurements have been made on 

single crystals and powdered samples.  The best single crystal 

measurements are those reported by Berglund and Guggenheim [30]. 

Figure VI-3 shows the magnetic susceptibility of high quality 

single crystals of V2O4 both parallel and perpendicular to the 
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tetragonal c-axis. The higher susceptibility in the metallic state 

can be attributed at least in part to a high density of states at 

the Fermi level.  If a calculation based on a one band effective 

mass approximation is used, the density of states required to pro- 

duce the observed magnetic susceptibility implies a bandwidth of 

about 0.1 eV which is inconsistent with the optical data. Thus 

correlation or exchange effects may be involved in producing the 

large susceptibility. The susceptibility at higher temperatures 

up to l+^0oK was measured on poor crystals by Hill and Martin [36]. 

The susceptibility curve which they obtained has been interpreted 

as resulting from a combination of spin paramagnetism and Kubo 

temperature independent paramagnetism [37]. The paramagnetic 

susceptibility of doped crystals has been measured by Kosuge who 

has shown that the susceptibility of the metallic state does not 

depend stron^Ly upon doping [17]. If we assume that the susceptibility 

depends mostly upon the density of states at the Fermi surface, this 

measurement indicates that the Fermi surface density of states is 

not a strong function of doping. Below the transition temperature 

Kosuge has shown that the susceptibility can be approximated by the 

relationship X -X +  C   [17]. The factor XQ is the temperature 

independent part which is characteristic of undoped material, and 

the other term represents the contribution from unpaired spins result- 

ing from doping.  Since the added term obyes the Curie-Weiss law, we 

know that there are localized states present in doped material. The 

constant C is proportional to the doping level which means that the 
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number of localized states is proportional to the doping density. 

If the electrons ate localized in pair bonds below the transition 

temperature, then each impurity cation would result in a localized 

unpaired elution. Alternately localized states could be due to 

the presence of localized levels on impurity cations or defect 

states which result from doping. 

Kosuge has also measured the magnetic susceptibility of all 

the phases of the V2O3 - V2O5 system as a function of temperature 

[17]. This allows the susceptibilities of the different phases to 

be correlated with their electrical properties and structures. 

Mössbauer measurements show that V2O3 is the only one of the phases 

which is antiferromagnetic at low temperatures [17]. The Magneli 

phases which have transitions are paramagnetic both above and below 

their transition temperatures. 

5. Thermal Measurements 

This section will discuss the recent measurements of the 

specific heat and the thermal conductivity of single crystal V2O4 

which were reported by Berglund and Guggenheim [30]. The specific 

heat measurement was done by Ryder and the data are shown in Figure 

VI-U. The latent heat is 1020 cal/mole of VD2 and the Debye tem- 

perature is 750oK.  It is unfortunate that no data were taken at 

higher temperatures, since it is of interest to see if there is 

any change in the Debye temperature at the transition. The data 

indicate that there is a slight Increase in the specific heat at 
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the transition, but measurements at higher temperature are neces- 

sary before the exact amount of this change can be determined. 

The figure shows that the specific heat data of Ryder are not too 

much different from the older data of Cook [38],  Older values 

of the latent heat for powder samples are Cook: 800 cal/mole [38], 

Klemm  and Grimm: 1025 cal/mole [39], and Kawakubo and Nakagawa*. 

750 cal/mole [kO].     Berglund and Jayaraman [25] have reported that 

the latent heat data, pressure dependence of the transition, and 

the X-ray data of Kawakubo and Nakagawa [kO]  satisfy the Clausius- 

Clapeyron equation, but their analysis is incorrect as was discussed 

in Chapter V. A correct analysis using improved experimental data, 

also given in Chapter V, leads to agreement with the Clausius- 

Clapeyron equation to within the uncertaintie of the measurements 

involved. 

The temperature dependence of the thermal conductivity has been 

reported by Berglund and Guggenheim for good quality single crystals 

[30].  From 250C to 850C the thermal conductivity is constant with 

a value of 66 mwatt/cm0C. This indicates that there is no appreciable 

heat conductivity by the electrons in contradiction to the Wiedemann- 

Franz law which predicts an increase of about 35 mW/cm0C at the tran- 

sition.  The Wiedemann-Franz law, however, only applies when the 

electron scattering is elastic and can be represented by a scattering 

time and these conditions may not be satisfied for V2O4.  The very 

low electron mobility suggests that a scattering time approximation 
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may not be appropriate since it leads to a very short mean free 

path as is discussed in Section C. In addition, the electrons 

should be strongly scattered from longitudinal optical phonons 

since the lattice is quite polar. This scattering process is not 

elastic at room temperature since the phonon energies are greater 

than kT as is also discussed in Section C. The thermal conductivity, 

then, must he  attributed entirely to the lattice. A perfect crystal 

would be expected to have a conductivity which varies as - or 

stronger, and the lack of a temperature variation in the conductivity 

of the crystals measured indicates a high level of imperfections. 

This result is consistent with the optical measurements of Verleur 

et al. on crystals grown by Guggenheim which also indicated a large 

number of defects in the crystal structure [30]. 

B. Recent Theoretical Work by Other Investigators 

This section will be divided into two parts: the recent theoretical 

work on the semiconductor-metal transition will be discussed in the 

first section, and the theories which have been suggested to explain 

the properties of V2O4, including the transition, will be discussed 

in the second section. 

1. The Semiconductor-Metal Transition 

In this section we will first report some of the recent develop- 

ments of the theories which were introduced in Chapter I and then 

we will discuss the theories which have been developed more recently. 
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The band overlap theory has been applied to explain the proper- 

ties of TisO^ by Van Zandt et al. [^1].  The increase in resistance of 

TiiOs that occurs near 450QK is spread out over an interval of several 

degrees and there is no change in the lattice structure, although 

there is some change in the lattice constants. The model of a tran- 

sition which results from antiferromagnetism as suggested by Slater 

[k2]  and developed by Adler and Brooks [U3] has been applied to hexa- 

gonal NiS by Sparks and Koraoto [Mi-].  This material has a transition 

at the Neel temperature of 26i|-0K during which the resistivity of 

powdered samples drops by a factor of about 100. More recent work, 

however, suggests that there may be a structural distortion present 

during the transition which may invalidate the above interpretation [h5]. 

There have been many improvements in the approximations used to 

analyze the Hubbard Hamiltonian, and correlation theory may soon be 

developed to the point that experimental transport and optical 

measurements can be compared to theoretical predictions. The develop-, 

ments through 1968 are summarized by Adler [^'6], and only some of the 

more recent results will be mentioned here. 

Brinkman and Rice have calculated the bandwidth and mobility of 

an extra carrier in a Mott insulator [47]. They used the Hubbard 

Hamiltonian in the atomic limit where the transfer energy t is less 

than the Coulomb repulsion energy U and considered the case of one 

electron per atom in, a simple cubic lattice. A one particle Green's 

function calculation is used which gives different results for the 
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ferromagnetic, antiferromagnetic, and random spin cases. A ferro- 

magnetic configuration was found to have the same bandwidth as calculated in 

the tight binding approximation, whereas the other two configurations 

were found to have somewhat smaller bandwidths.  When reasonable 

experimental parameters were substituted into the results, band- 

widths of approximately 1 eV and mobilities of approximately 

1 cnrVVsec at 10000K were obtained.  It was also found that the con- 

ductivity seems to be due to a diffusive type of Brownian motion 

rather than to be the result of scattering of mobile carriers. These 

results are quite significant and indicate that correlation effects 

do not necessarily produce bandwidths of less than 1 eV and mobilities 

of less than 1 cm2/Vsec. 

Some very interesting results have also been obtained by Langer 

et aK who have solved the Hubbard Kamiltonian for the case of one 

electron per atom in a simple cubic structure using a one particle 

Green's function [^8].  They found that when the Coulomb interaction 

U is greater than about 0.27 of the bandwidth A in three dimensions 

there are two critical temperatures: the Neel temperature T„, and 

the temperature Tw > T„ at which the localized magnetic moments dis- M   N 

appear and the insulator-metal transition occurs.  For U < 0.27 A 

there is only one transition temperature TM.  This calculation is 

significant in that it predicts a sharp insulator-metal transition 

to occur as a result of temperature change and because it shows that 

there may be two transition temperatures for the case of narrow band- 

width. The authors have pointed out, however, that the situation 
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specified in the calculation is one which is inherently unstable 

with respect to antiferromagnetism and so the validity of the latter 
■ 

conclusion is questionable.  In any case the derivation of a tem- 

perature induced semiconductor-metal transition from the Hubbard 

Hamiltonian is an important theoretical result. 

The experimental observation of a Mott transition in chromium 

doped V2O3 has been reported by McWhan et al. [k9].    They have found 

that there are three phases present in doped Vs03  samples: a low 

temperature antiferromagnetlc phase, and two high temperature phases 

which they denote as insulator and metal and which differ in conduc- 

tivity by a factor of about 103. The phase which they term metallic 

also exists at low temperature in Ti doped crystals. The phase dia- 

gram is shown in Figure VI-5 and shows the equivalence of pressure 

and doping. In both of the high temperature phases the resistivity 

of chromium doped samples decreases with increasing temperature. 

When a (V0 Qfi Cr. fji,)?0^ sample is subjected to k7  kbar of pressure 

the transition is suppressed and the temperature coefficient of 

resistivity becomes positive.  Both high temperature phases have 

the corundum structure, whereas-the antiferromagnetic phase has a 

monoclinic structure.  When 13 kbar of pressure was applied to a 

(Vrt o£ Cr_ -i )o0- sample, a transition between the insulating and 0.96  0.04 £   J 

metallic phases with a resistance ratio of 150 was observed. The c/a 

ratio also increased sharply during this transition, but there was 

no change in the long range magnetic order.  The authors thus suggest 
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that this phase change is of the type originally described by Mott 

[50] --a correlation induced transition brought about by a change 

in the lattice constant. This conclusion may be a little premature, 

however, and would have to be substantiated by further investigations 

before it can be accepted. The crystals used in these measurements 

only had a resistance ratio of 3 x 103 in comparison to the value of 

107 measured by Feinleib and Paul [51].  This if doped crystals with 

higher values of resistance ratio are grown, significantly different 

shaped resistivity versus temperature curves might be obtained. 

Fröhlich has attempted to introduce screening effects into the Hubbard 

Hamiltonian [52],  He suggested that thermal excitation of free 

carriers from the filled to the empty quasiparticle band would create 

mobile carriers which would effectively screen the intra-atomic 

Coulomb repulsion U. Thus as the temperature is increased, the value 

of U and the quasiparticle band gap would decrease until at a critical 

temperature a phase change would occur and the material would change 

discontinuously from a Mott insulator to a metal. This model requires 

that more than one band be present in order for U to be screened, and 

it also requires that the quasiparticle band gap be sufficiently 

small that a sufficient number of electrons are excited at the 

transition temperature to produce appreciable screening.  At the 

International Conference on the Metal-Nonmetal Transition at San 

Francisco in 1968 there was considerable controversy as to whether 

or not sufficient screening could be introduced by the above mechanism 

to produce a transition of this type [53].  This model is duscussed 

in more detail in the next section. 
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Falicov and Kimball have proposed a model for the semiconductor- 

metal transition which is based on the existence of localized and 

itinerant states in a material which are closely spaced in energy 

[54]. They begin with theHubbard Hamiltonian and at low temper- 

atures they assume the existence of localized states which are filled 

with electrons.  It is also assumed that mobile states exist at an 

energy A above the localized quasiparticle band. The localized 

holes and itinerant electrons are supposed to have an attractive U. 

The intra-atomic interaction between electrons is neglected, and in 

the zero bandwidth approximation, the energy necessary to excite n 

electron hole pairs is 

E(n) = nA - n2U 

since all the free electrons feel the presence of all the bound holes. 

This leads to an effective energy gap of magnitude 

Vn) - ^ - A - (2U)n . 

This is analogous to the Adler-Brooks relation discussed in Chapter I, 

and the temperature dependence of the energy gap and the mobile 

carrier concentration is similar to that obtained in the Adler-Brooks 

theory. An insulator-metal transition occurs when U is finite and 

/v/U < 1«  For A^U < 0.63 the transition is first order.  There are 

some objections to this theory, principally that U will decrease when 

n is large due to screening effects, but the model cannot be ruled out 

in general provided that the initial assumptions are satisfied. 
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Another theory of the insulator-metal transition is the 

excitonic insulator theory which has been reviewed by Halperln and 

Rice [55].  Consider the case of a semimetal with a small band over- 

lap in which the attraction between an electron and a hole produces 

a bound state with a binding energy larger than the amount of overlap. 

It can be shown in the limit of weak electron-hole coupling that 

below a critical temperature condensation of excitons occurs which 

produces a low conductivity state known as an excitonic insulator. 

Although this is often called a Bose condensation in the literature, 

it has been pointed out by Kohn that this terminology is misleading 

[56]. Above r.he critical temperature the excitons break up which 

results in a second order excitonic Insulator-semimetal transition. 

Although this model shows no large discontinuity in resistivity [57] 

there exists the possibility in the limit of strong electron-hole 

coupling that such a transition could produce a large jump in resis- 

tivity [58].  This model has been applied by McWhan and Rice to ex- 

plain the properties of V2O3 [59], but it has since been withdrawn in 

favor of a model based on correlation effects which was discussed 

above [k9].     Since the excitonic insulator model is based on the ex- 

istence of a condensation of excitons in the insulating state, it 

shauld only be considered for materials which have a transition 

temperature well below room temperature.  It also should only be 

applied to materials with a small band gap. Both of these consider- 

ations prevent its application to explain the properties of V2O4. 
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Berglund and Guggenheim have suggested that the transition in 

V2O4 may be simply the result of a change in the band structure 

which results from the distortion which occurs at the transition 

[30]. They assume that band theory applies to both the high and 

low temperature phases and that the. distortion is caused by lattice 

effects.  This theory is discussed in more detail in the next rection. 

Mott has recently proposed a complex model which also exhibits a 

conductivity discontinuity [60].  The necessary condition for his mod- 

el is that a crystalline distortion occurs at a critical temperature 

and that the dielectric constant of the high temperature phase is 

much larger than that of the low temperature phase. Below the tran- 

sition temperature the material is a Mott insulator with localized 

states arising from correlation effects, and above the transition 

temperature the material is composed of small polarons. This can 

occur when the binding energy of the small polarons is larger than 

the quasiparticle energy gap. The lattice transformation brings 

about the transition, and the transition temperature must be below 

one half the Debye temperature 9 in order that the polarons form a 

band [61].  Thus another transition is expected at a temperature 

around ^ 9 above which polaron conductivity is by hopping and the 

conductivity of the material is greatly reduced.  This model re- 

quires the coincidence of a large number of particular material 

properties and therefore is unlikely to be observed experimentally. 
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Another model of the transition which is based on the electron- 

phonon interaction has been suggested by W. Paul and C. Hearn [62]. 

They speculate that the 3d electrons are critically intermediate in 

character between localized and band electrons so that they are 

easily excited yet sufficiently localized so that their excitation 

produces considerable local fluctuation in charge.  It is argued 

that the phonon spectrum in the metallic state is softened more 

than the spectrum in the insulating state. Thus, although the latter 

is the stable phase at low temperature, increasing temperature raises 

the entropy of the metallic state preferentially, until at a critical 

temperature the free energy of the metallic state becomes equal to 

that of the insulator. 

In summary, there are several theories which are capable of 

explaining semiconductor-metal transitions, and it appears that dif- 

ferent materials may be described by different theories.  Those 

theories which have been applied to V2O4 are discussed in the next 

section. 

2.  Recent Interpretations of V2O4 

There are two theories which have recently been applied in de- 

tail to V2O4: the Fröhlich theory and the lattice induced transition 

theory.  These theories will be analyzed in this section, and the 

properties of V2O4 will be discussed in detail in the next section. 

Hyland [37] has attempted to show that the electrical, optical, 

magnetic, and thermodynamic properties and the insulator-metal 
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transition can be explained in terms of the Fröhlich theory [52] 

discussed in Section 1. There are three facts that must be de- 

monstrated in order to show that this theory applies: (1) The high 

temperature state must be an ordinary metal with non-localized elec- 

trons; (2) the electrons in the low temperature state must be local- 

ized by correlation effects; and (3) the transition must be induced 

by an avalanche-like increase in the number of electrons and decrease 

in the electron activation energy just before the transition. This 

activation energy does not arise from a band gap, rather it is the 

amount of energy necessary to excite an electron from a localized 

ground state to a band like excited state.  WP will now briefly 

review and analyze Hyland's arguments for these three points. 

To show that the electrons are not localized in the high tem- 

perature state, Hyland notes that the conductivity is high and that 

a plasma absorption edge is present in the infrared. He also notes 

that the magnetic susceptibility is larger than in the low temperature 

state.  To show that the electrons are localized in the low temperature 

state, he notes that there is no plasma absorption edge in the infra- 

red, that the magnetic susceptibility is constant and small, and 

that there is evidence from NMR measurements that the electrons are 

paired up.  The argument that the electrons are not localized above 

T is reasonable even though the conductivity is much lower than that 

of a good metal.  The argument that the electrons are localized in 

pair bonds below T  is also reasonable. 
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Hyland does not offer any evidence that the transition is by 

an avalanche like process such as is required by the Fröhlich model. 

He says that there is some evidence that the conductivity activation 

energy decreases just before the transition, but that there is not 

enough data to prove or disprove this condition. Hyland's analysis, 

however, was written before our optical data on the temperature de- 

pendence of the energy gap was published [63].  Our data clearly 

shows that an avalanche like process does not occur. We can thus 

conclude from condition (3) alone that the Fr'dhlich model does not 

apply to V2O4. 

Berglund and Guggenheim have attempted to show that ordinary 

band theory can be used to explain the properties of VgOt  [30].  They 

cite the photoemission data of Powell et al. [19] which shovs that 

the 3d bands have bandwidths A > 1 eV as evidence that the semicon- 

ducting state need not be due to correlation effects.  They also try 

to interpret the electrical, optical, magnetic, and thermal behavior 

of V204 in terms of ordinary band theory. They show that the latent 

heat of 1020 cal/raole must come largely from the lattice and they 

speculate that the distortion is caused by lattice effects similar 

to those observed in ferroelectrics. They then note that the lattice 

distortion causes a doubling of the number of bands which could lead 

to the formation of an energy gap in the low temperature state. They 

also note that the transition temperature does not depend much upon 

doping or ipon the activation energy in the semiconducting state. 
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They thus attribute the semiconductor-metal transition to be the 

result of a change in the band structure which results from the 

lattice distortion at the transition temperature.  Their analysis 

can be criticized in several respects.  First their calculations 

of the properties of Vsn$  in terms of band theory are not very con- 

vincing since they are only order of magnitude type calculations, 

and in particular the low mobility of both phases and the high mag- 

netic susceptibility of the metallic phase are not readily explained 

in terms of band theory. 

Berglund and Guggenheim's analysis also does not consider the mag- 

netic, ESR, and NMR data mentioned in Section A which indicate that the 

electrons are paired up and localized below the transition temperature. 

Their speculation that correlation effects are not present because 

the bands are wide is also inconsistent with the recent results of 

Brinkman and Rice which w; re .^ntioned earlier in this section [^7]. 

Their analysis also does not include a microscopic model of the tran- 

sition. These points will be discussed in more detail in the next 

section. 

We thus see that neither of the two explanations which have 

been presented to explain the properties of V2O4 is entirely satis- 

factory.  In the next section we will present our interpretation of 

the properties of V2O4 and we will suggest some experiments which 

should lead to a resolution of some of the problems which are still 

unsolved. 
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C.  Conclusions and Suggestions for Further Work 

Our presentation of the work which we have done and the 

recent work done by other investigate s is now complete and we are 

ready to discuss our interpretation of the properties of V2O4. 

We find that although a considerable amount of data has been amassed 

about the properties of V2O4, there are still many unresolved questions. 

In the first two sections the high and low temperature states will 

be considered, and the mechanism of the transition will be discussed 

in the next section.  Finally, a short summary of the results of this 

research project and suggestions for further work will be presented 

in the last section. 

1.  Interpretation of the High Temperature State 

The high conductivity and large infrared reflectivity suggest 

that above the transition temperature V2O4 has metallic properties 

due to the presence of a partly filled conduction band.  In this 

section we will attempt to interpret the optical, transport, and 

magnetic properties df the high temperature state in terms of or- 

dinary one electron band theory to see if this hypothesis is acceptable. 

The crystal field splitting calculation of Hyland is a con- 

venient starting place for analysis of the structure of the 3d bands 

of t-he high temperature phase [37],  Since V2O4 is considered to be 

an ionic crystal, we expect that there will be one unbonded electron 

per vanadium ion.  This electron will be strongly attracted to the 

vanadium ions and repelled by the oxygen ions and we expect the tight 
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binding approximation to be more suitable than the free electron 

approximation. In this approximation the crystal field levels cor- 

respond to the band structure at k =0. Hyland has shown that the 

orthorhombic crystal field spiles the V4+ (3d)1 level of the one un- 

bounded electron per vanadium ion into five levels.  By using electron 

spin resonance data from V doped TiOa and other spectroscopic data, 

he has calculated the results shown in Figure VI-6.  There are two 

sites for vanadium ions in the crystal lattice which have local en- 

vironments which are identical except for a 90° rotation about the 

crystal c-axis which corresponds to the y-axis in the figure. The 

levels are doubly degenerate for this reason and they are also doubly 

degenerate due to Kramer's theorem. Thus the band structure at k = 0 

consists of five levels which are each fourfold degenerate. Away from 

k = 0 each of these bands will split into two bands which are identical 

except for a 90° rotation about the c-axis. Since thQ.re are two un- 

bonded electrons per unit cell, the bottom band or bands will be 

partly filled. This simple band analysis thus predicts that V2O4 

should be a metal above the transition temperature. Although this 

analysis ignores hybridization between the 3d and 2p levels, such 

hybridization does not affect the degeneracy of the levels at k = 0. 

Let us now consider the optical properties of the high temper- 

ature phase. The measurements of Powell et aK [19] suggest that the 

Fermi level is about 2.5 eV above the top of the 2p bands and thus 

support our assumption that the conductivity is due to the 3d electrons, 
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These measurements also indicate that the Fermi level lies in 

the middle of a partly filled conduction band.  There are no sharp 

features in the reflectivity spectrum which would indicate bandwidths 

of less than 1 eV. There is a strong reflectivity peak at about 

3 eV which is probably a 2p to 3d transition, but might also be a 

3d to 3d transition. 

Analysis of the infrared reflectivity spectrum can be used to 

determine some of the properties of the conduction band.  The dielectric 

cap 
constant of a metal can be represented as efo) = 1 - —7—~7 • /—\     [6^], 

_     l4-7rne e
2 

where cxtt ,  n    is  the density of conduction electrons,   x    is 
^    m.   '  c c 

the relaxation time for the conduction electrons, and m is the average 

effective mass of the conduction electron: 

1 
STFI^^COO- 

»a  ^-c 

Although the free carrier absorption depends on the properties of 

the electrons at the Fermi surface, the above formulas were obtained 

by transforming a surface integral into a volume integral, and so the 

value of m represents an average over the entire occupied conduction 

band. A classical oscillator fit interpretation of the reflectivity 

such as was done by Verleur, Barker, and Guggenheim gives values of 

Ü) and T [5].  In their analysis they used n =0.1 electron per 

vanadium ion in accord with their interpretation of their Hall measure- 

ments, but as will be shown this is incorrect.  If we assume that 

there is one electron per vanadium ion or n = 3.4 1022 cm-3, we 
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obtain Cü = k.2  eV, x » 5.3 10"16 sec, and m = 3.2 m for 
p c '     a      e 

E || c-axis and ad   = 3.56 eV, T = 6.2 10"16 sec, and m = 3.2 for 
" p        '  c 'a 

E l c-axis. These small values of x give a large uncertainty in 

the energy of each state. Using the uncertainty principle we ob- 

tain that AE ~ ft/x ~ 1 eV so that we do not expect the bandwidth 

to be less than 1 eV.  If we use the effective mass approximation 

with the above values of n = 3.k   10      cm-3 and m ^ 2m for a four- 
c a    e 

fold degenerate band, we obtain that E = 1.2 eV. This is a reasonable 

value since it corresponds to the bottom of the 3d band being approxi- 

mately 1,3 eV above the top of the 2p band.  Although we know the 

effective mass approximation is not valid^ the above calculation 

gives us an idea of the.bandwidth and relaxation time. 

Let us now calculate the transport properties which would 

result from the above values of m and x in the effective mass ap- 
a     c 

e X-        p y 
proximation.  The mobility can be calculated as u   =  *■ ~ 0.5 cm /Vsec. K ■7 opt   m. • 

The mean free path is A = V,T , and we can assume that x„ *•' X since 
F F F   c 

in the calculation of m the Fermi surface relaxation time was in- 
a 

fikF 
volved.  In the effective mass approximation v_ =   and for r r  m 

a 
n = 3.4 1022 cm-3 in a fourfold degenerate band, k = 0.8 108 cm'1 

and v = 2.28 108 cm/sec.     We thus obtain A = 1.35 nm which is 3 to 5 
F 

times the nearest neighbor distance for vanadium cations in the 

crystal.  Although this very short mean free path is not in- 

consistent with one electron band theory, it suggests that correlation 

effects may be present and responsible for the low mobility. 
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Let us now calculate the transport properties from transport 

data.  If we set a = ne|i, then n = 3.4 1022 cm-3 gives us that 

u = 1.84 cm2/Vsec. This is somewhat larger than the value li   cal- 
opt 

culated above, but of the same order of magnitude. To compute the 

mobility from the Hall effect data is more difficult.  The Hall 

EH 
constant is defined as R = — and in the effective mass approxi- 

n   nJ 

mation Ru = — •  Barker et al. measured the Hall voltage of three 

-1 
medium quality crystals and concluded that n =  2.3 1021 cm"3 

RHe 

[21].  Hensler has measured the Hall constant of poor quality sputtered 

films and concluded that n = ~ 1.5 1023 cm-3 [18].  The big dif- 
t^e 

ference between these values shows us that the Hall constant depends 

upon crystal quality.  In analyzing these data we must first realize 

that the interpretation of Barker ejt al^ and of Hensler is misleading. 

Since the effective mass approximation is not valid then Rj. / — and 

so n cannot be computed.  It is more reasonable to assume that there 

is one mobile electron per vanadium ion and that Rj. is greater or 

lesser than — depending upon the shape and properties of the Fermi 

surface. The sign of R^ indicates that the Fermi surface is mostly 

composed of portions that have positive effective mass.  We thus see 

that no quantitative interpretation of the Hall effect data is possible 

since we do not know the shape of the Fermi surface.  Similarly a 

quantitative interpretation of the thermoelectric power measurements 

is not possible and they will not be discussed here. 

We will now consider the magnetic properties of the high temper- 

ature phase. The susceptibility is very large and nearly Isotropie. 
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There are four contributions to the magnetic susceptibility: core 

diamagnctism, Landau diamagnetism, spin paramagnetism and Kubo 

temperature independent paramagnetism.  The core diamagnetism is 

probably much smaller than the observed value of X - 8 10"6 emu/gram 

and will be ignored.  In the effective mass approximation the ratio 

of the Landau diamagnetism to the spin paramagnetism is 1^ ,/X | = 

("3") (m /m*)2 [37 J.  Thus if m* > 2 m , we can also ignore the Landau 

diamagnetism.  The Kubo temperature independent paramagnetism arises 

from the contribution of the orbital magnetic moment in metals with non 

s-like bands and is only present in narrow bands or when the density 

of states at the Fermi surface is quite large [65].  If we ignore 

the Kubo contribution for a moment and calculate the susceptibility 

based on a free electron approximation for a fourfold degenerate 

band with m* = 2m , we obtain that X ~ 2 emu/gram. This is only 20^ 

of the experimental value and suggests that the density of states at 

the Fermi level is somewhat larger than in the above model.  If the 

effective mass is large at E or if there are overlapping bands at 
F 

E , then the density of states would be large. Also if the density 
F 

of states if fairly large, then there will be a contribution to the 

susceptibility from the Kubo paramagnetism.  Thus the large susceptib- 

ity can probably be explained in terms of band theory, but correlation 

or exchange effects may also be present.  The susceptibility falls 

off somewhat at higher temperatures, but  good single crystal data 

which could be quantitatively interpreted is not available above 

lOO'C. 
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Thus in summary we can say that there is strong evidence that 

the 3d bands are at least 1 eV wide in the high temperature state 

and that the conductivity occurs in a 3d band with an effective mass 

m* ~ 2 m and an electron mobility u~1 cra2/Vsec.  The relaxation time 

and mean free path are probably quite short, but not inconsistent with 

band theory.  The shape of the Fermi surface is not known and Hall 

effect and Seebeck effect data cannot therefore be easily interpreted. 

There is some anisotropy in the electrical properties which is to be 

expected since the crystal structure is anisrtropic. The magnetic 

susceptibility is quite large, but not inconsistent with band theory. 

Thus the main features of the high temperature phase are consistent 

with a band theory model, but correlation and exchange effects may 

be present and responsible for the large magnetic susceptibility and 

low mobility. 

2. Interpretation of the Low Temperature State 

At the transition temperature the conductivity of our crystals 

changes by a factor of 105. The lower conductivity below the transition 

temperature can be explained by a reduction in the number of carriers 

or the mobility of the carriers or both. A lower mobility could 

arise from correlation effects or from polaron effects. A lower 

carrier concentration would occur if the ground state became non- 

conducting and there were an activation energy for the production of 

mobile electrons.  Such a situation might arise if there were a gap 

in the one electron density of states, if the carriers were localized 
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in pair bands, or If Che electrons were localized by correlation 

effects.  In this section we will try and determine which of these 

effects are present. We will discuss the possible one electron 

band structure and the optical, transport, and magnetic properties. 

A model which is consistent with the properties of the low temperature 

state will then be presented. 

In applying one electron band theory to the low temperature 

state we must take Into account the distortion of the crystal 

structure which occurs at the transition. Below the transition temp- 

erature the unit cell doubles in size and there are four non- 

equivalent vanadium sites per unit cell. Thus there are twenty two- 

fold degenerate 3d bands in the first Brlllouin zone.  Since there 

are four unbonded electrons per unit cell, if there is a gap between 

the bottom two bands and the other eighteen bands the material would 

have a gap In the one electron density of states. This could give 

rise to an activation energy for the production of mobile carriers 

and a lowering of the number of carriers below the transition 

temperature. 

Our optical measurements on the low temperature phase show that 

there is an energy gap at room temperature. The absorption coefficient 

rises to approximately 10 cm  near 1 eV as is shown in Figure IV-13. 

The photoemission measurements of Powell et al. also indicate a gap 

in the electronic density of states at the Fermi level [19]. Thus 

the optical data are consistent with a model of the low temperature 
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phase in which there is a gap in the electronic density of states 

which would produce an activation energy for carrier production. 

Such a gap in the density of states could arise in terms of an 

ordinary one-electron band model, a model in which the electrons 

are localized by correlation, or a model in which the electrons are 

localized in pair bonds. In both of the last two cases there are 

excited states for the system whose energy is greater than the 

ground state energy by an amount which corresponds to individual 

electrons being excited across an energy gap equal to that found 

In the density of states measurement. 

If we assume that band theory applies to V.O., then we can 

calculate §, the distance of the Fermi level from the conduction band. 

Using the effective mass approximation, the measured Hall mobility 

2 
of pi ■ 0.5 cm /V sec, and assuming that m* ~ 2 m , we obtain that 

| 'w 0.15 eV near the transition temperature. At 100 K | increases 

to «w 0.25 eV.  If the energy gap is assumed to be 0.6 eV at room 

temperature then the conductivity is clearly not intrinsic. Looking 

back at Figure IV-13, however, we see that the absorption edge is not 

very sharp. Thus a lower value of the energy gap is also consistent 

with the optical data.  If the energy gap is assumed to be ~ 0.3 eV 

near the transition temperature then the conductivity would be 

intrinsic. This would explain the consistency from sample to 

sample of the low temperature resistivity data shown in Figure III-8. 

More variation would be expected from non-Intrinsic conductivity. 
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We will now consider the interpretation of the transport 

measurements. First we will consider whether or not the Hall data 

are compatible with one electron band theory. Using a one band 

model Rosevear and Paul have obtained a mobility |i^ ■ 0.5 cma/V8ec 

which is almost independent of temperature [26].  In order to com- 

ex pute the electron scattering time T, we will set l^. " *~S where e 

is the charge on the electron and m* is the electron effective mass. 

If we assume that the effective mass is approximately twice the free 

electron mass in accord with the free carrier absorption measurements 

of Verleur et al. [5],  we obtain that T ■ 5.7 10"16 sec which is 

quite small. Although this effective mass measurement may not be 

very accurate, it will serve for a first approximation. The mean 

free path A is given by A = vx where v is the carrier velocity in 

the conduction band.  If we set ^ m*v2 «■ kT, this will give the 

statistically most probable velocity of a conduction electron and 

we obtain that A = 60 pm. This distance is only 20^ of the average 

vanadium-vanadium spacing, making the application of the usual 

theory of an itinerant electron suffering occasional scattering in- 

appropriate. This short mean free path cannot be attributed to 

polaron effects. Using the optical measurements of Barker et al. 

[27] Berglund and Guggenheim have calculated that the electron 

phonon coupling costant CC — 2  which means that the polaron effective 

mass is only twice the normal effective mass [30]. 
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A two band model could explain the low value of the Hall 

constant.  In this case the electron and hole contributions to 

the Hall voltage would be nearly equal and of opposite polarity 

and the mobility and mean free path of each type of carrier could 

be many times the value calculated above.  The mean free path, 

however, would still be quite short and correlation effects can 

be assumed to be present. A two band model is much more likely 

to be applicable if the conductivity is intrinsic since the pro- 

duct R^O" is nearly independent of temperature. This means that 

the electron hole ratio must be independent of temperature which 

is quite unlikely for the case of extrinsic conductivity. An 

implicit result of the above analysis is that the conductivity 

can be written cr = ne n and that the carrier concentration is de- 

termined by an activation energy. The cr(ü)) measurements of 

Kabashima et  al. [24] indicate that both band and hopping con- 

ductivity are present and suggest that a simple model with only 

one type of conductivity may not be appropriate.  In summary the 

transport measurements indicate that the number of carries is 

governed by an activation energy, that correlation effects are 

responsible for the low mobility, and that more than one type of 

conductivity may be present. 

We will now consider the interpretation of the magnetic 

properties. NMR [33] and ESR [34,35] measurements indicate that 
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the electrons are paired up below the transition temperature. Mag- 

netic susceptibility measurements [17] indicate that there are 

localized states present In doped crystals and suggest that the 

electrons may be paired up in undoped crystals. The magnetic 

data reported by Rudorff et al. for the mixed oxide system V1  Tl 02 

[66] has recently been Interpreted by Rice et al. [67], as in- 

dicating that the electrons are paired up in non-magnecic bonds. 

They have further suggested that the lack of magnetic ordering in 

the low temperature phase shows that one electron band theory is 

applicable. They have also presented a calculation which shows 

that the ground state energy of a state with paired up cations 

and electrons trapped in pair bonds on these cation pairs can be 

lower than the ground state energy of a Mott Insulator [67]. 

Thus the magnetic measurements suggest that the electrons are 

trapped in pair bonds and that one electron band theory applies. 

In conclusion we will present a model which is consistent 

with the above experimental data and analysis. The electrons 

appear to be localized in non-magnetic pair bonds on the paired 

cations, and their properties appear to be descrlbable by one 

electron band theory.  The Hall mobility and the mean free path 

is quite short, however, which indicates that correlation effects 

are also probably present. The bandwidth of the conduction band 

is approximately 1 eV and there is a band gap at room temperature. 
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3.  Interpretation of the Transition Mechanism 

Before we consider the possible mechanisms of the transition 

we will analyze the thermodynamics of the transition.  We will con- 

sider the free energy of the low and high temperature phases and 

show that the latent heat must arise largely from an increase in the 

lattice entropy at the transition. The different possible mechanisms 

of the transition and their compatibility with thermodynamic data 

will then be discussed and a model which is consistent with the thermo- 

dynamic data will be presented. 

We will begin our thermodynamic analysis by trying to account 

for the large latent heat L = 1020 cal/mole (V02) [30]. We know from 

elementary thermodynamic considerations that the latent heat L is 

equal to the difference in the entropy of the two phases times the 

temperature.  In estimating the entropy of the two phases we have 

to consider both electronic and lattice contributions. 

The entropy of the electrons can be calculated from the 

formula 

TS = kTE [n%f^ - lj-% (1 -n)] 
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which is valid for Fermi statistics if the sum is over all the 

1 E- Ep 
electron states and n * ——- where x ■ -r=— [681.  For the low 

e* + 1 KX 

temperature phase we know that the material has a bandgap and so 

we can use the formula for a semiconductor: 

TS = klff (N+P)+N -^ + P-i^-ij 

where N and P are the number of electrons and holes per mole [69]. 

If we assume that the carriers are electrons with a mobility 

H ~ 0.5 cm2/Vsec and an effective mass m* *- 2 m , we obtain 

E - E,~ 0.15 eV, N = n V ,  ■ 3.38 lO-17 electrons/mole (V02), c  F mole ^    *'> 

and TS ~0.3 cal/mole (VOg). This value of entropy is negligible 

compared to the latent heat of 1 kcal/mole (VOa). 

We have already shown in Section 1 that one electron band 

theory appears to be applicable to the high temperature state. When 

T « T-, we have that 
F 

TS » i TT^NkTf^)     [70]. ^m 
If we use the effective mass approximation with m* ~ 2 m , we obtain 

that TS ~ 100 cal/mole (VOg). Although the effective mass approxi- 

mation will not be valid, the entropy only depends upon the density 

of states at the Fermi surface.  In Section 1 we mentioned that 

magnetic susceptibility measurements suggest that the density of 

states at the Fermi level may be higher than the above estimate. 

There is, however, a maximum value of the electronic entropy 

for narrow bands which is 0.69 k per electron. Thus the maximum 
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electronic entropy contribution is TS = 460 cal/mole (VO2) which is 

less than half of the latent heat. Thus most of the latent heat 

must be supplied by the lattice. 

The thermodynamic properties of the lattice are determined 

by Bose statistics and the entropy is given by 

00 

TS = kT \ o-(u))dw[n% (1 + -| + % (1+ n) ] 

1 where / O'C^dw = 3N, N is the number of atoms per mole, n = 

and x = rpr  [68],  We will use the Debye approximation to estimate 
e* - 1 ' 

cr((x>)  and write 

CT(üS)   = 

r3 V . 
mole £ 

I 0 LÜ > ^ 

where V ,  is the volume/mole and c is the average speed of sound [711. For 
mole .. 

V-^OA.V , =18.7 cm3, ana 8 = -rM=7500K  [30j so that c=5.U 10& cm/sec. 
*- *'  mole        '        k 

ftoüD 
We also have x^ = -r^r  = 2.22 and so at 3380K 

D  kT 
c 

2.22 
kcal   1 

TS = 2.12 —: T——r- \ x2dx [nx +% (1+ n)] . 
mole (V02) Jn * 

A graphical integration of this formula gives TS = h.87  kcal/mole (VO2) 

which is approximately five times the latent heat.  Thus a 20fo  change 

in the lattice entropy would account for the entire latent heat. 

Let us now consider in some detail the lattice modes and how 

they differ from the Debye approximation.  In the low temperature 

phase there are twelve atoms per unit cell and so there are 12 



■186- 

branches of the phonon spectrum including 12 longitudinal and 2k 

transverse modes.  The volume of the Brillouin zone can be used to 

calculate an average k  = 0.79 10 cm from the relation (volume 
BZ 

h 
of B.Z.) = -Ö ir (k „) .  In the high temperature phase there are 6 j BZ 

atoms per unit cell and one half as many branches and modes of the pho- 

non spectrum and k  =10 cm ,  We know the approximate range of the BZ 

transverse optical modes in the low temperature phase from the infra- 

red reflectivity measurements of Barker et ah  [27]. The values of 

the longitudinal modes can be estimated from the generalized Lyddane- 

Sachs-Teller relationship which is 

6(0)1*   ^h   ^ ••' ^„ 
e (oo) I  "" cu  CD.  ... OX 

tl  t2       tn 

when there are n optical branches of the phonon spectrum [72].  The ra- 

tio iy[e(0)/e(c») ] is about three [27], and there are eleven optical 

branches in the low temperature phonon spectrum, thus we estimate 

U). ~ 0)  and a)  ~ 1.3 ü)   If we assume typical shapes for the 
*1   ti     iJn      tu 

acoustic modes, we obtain the spectrum shown in Figure VI-7. 

The phonon spectrum of the high temperature phase cannot be 

estimated as readily since the free carrier absorption masks the 

optical properties of the phonons.  Above the transition temperature 

there are 18 modes in the phonon spectrum.  Since we estimate that 

the electron latent heat is around 200 cal/mole (VO2), the lattice 

latent heat must be around 800 cal/mole (VO2). Thus some or all 

of the lattice modes must soften.  If they all soften equally, then 
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the average phonon energy would be 16^ lower in the metallic state. 

If one acoustic or optical mode softened from an average value of 

fio) 

kT 
c 

= 1.0 to x = 0.3 this would produce a latent heat of 

500 cal/mole (V02).  The lattice share of the latent heat can thus 

be contributed by the softening of one mode or several modes or all 

of the modes.  These different possibilities will be discussed in 

more detail later in this section. 

Let us now consider the internal energy change of the crystal 

during the transition.  Since F = U -TS is the same for both phases 

at the transition temperature, AU = -ACTS) and the internal energy 

is smaller by 1 kcal/mole (VOg) in the metallic state.  The internal 

energy is contributed by both the electrons and the lattice.  The 

lattice energy consists of the zero point energy and the phonon 

energy. Using the Debye approximation we can estimate the zero 

point energy to be U = S. trfioü. ~ 6.5 kcal/mole (VOa) and the phonon 

energy to be U . = /  aCa^nfioodo) ~ 7.5 cal/mole (VOa). A softening 

of the phonon spectrum by 16$) would result in a 5^ decrease in the 

internal energy or AU .   700 cal/mole (VO2).  Thus the increase in 

the electronic energy of the metallic state is approximately 1.7 

kcal/mole (VO2) •  This however only amounts to about 0.1 eV/vanadiura 

ion which is smaller than the band gap energy. 

The above analysis shows that the transition temperature is de- 

termined by the value of the Helmholtz function F= U - TS in the low and 

high temperature phases.  The entropy of the metallic state is higher 

than the entropy of the semiconducting state mostly as a result of a 



■189- 

softening of some of the lattice modes.  The internal energy of the 

semiconducting state is smaller than the internal energy of the 

metallic state as a result of both electronic and lattice contri- 

butions.  Thus at low temperatures F = U - TS is smallest for the 

semiconducting state, whereas as the temperature increases the 

contribution of the TS term becomes more important and above the 

transition temperature F is smallest for the metallic scate. 

From the above analysis we see that any theory of the tran- 

sition must include both lattice and electicnic contributions.  In 

fact at the transition several important phenomenon occur which must 

be accounted for: the lattice distorts, the conductivity changes, 

the phonon spectrum changes, the crystal internal energy changes, 

an energy gap opens up in the density of states, the magneti?. pro- 

perties change, and the optical properties change.  It is very 

difficult to attribute all of these changes to be the result of 

any one mechanism such as correlation effects, the formation of 

pair bonds as described by Adler and Brooks [^3] or by Rice £t al. 

[67], or the distortion of the lattice as a result of some unspeci- 

fied mechanism as described by Berglund and Guggenheim [30].  It is 

most likely that a combination of effects occur which results in 

the semiconductor-metal transition. 

Let us consider a composite model which is in accord with 

the interpretation of the high and low temperature states presented 

in the last two sections and the above thermodynamic analysis. Above 



-190- 

the transition temperature V2O4 can be considered to be a metal 

with itinerant electrons whose mobility is very possibly reduced 

by correlation effects.  Below the transition temperature it appears 

that the electrons are localized in pair bonds, and that some cor- 

relation effects are present and responsible for the low mobility. 

The distortion of the lattice can be considered to be responsible 

for changing the band structure and producing an energy gap.  The 

distortion also can be considered to favor the localization of 

the electrons in pair bands.  The change in the optical, magnetic, 

and electrical behavior can be considered to be due to the change 

in the band structure and the pairing of the electrons.  To complete 

this model, a mechanism which results in a softening of the lattice 

modes in the metallic state must be found. The explanation of this 

phenomenon is probably related to the fact that the electron lattice 

interaction is quite large in V2O4.  Paul has suggested that the 

unbonded electrons in V2O4 are critically intermediate in nature 

between localized and itinerant states and that this results in a 

very large electron lattice interaction [62].  One mechanism for 

the softening of the lattice modes in the metallic state which has 

not been mentioned before is a reduction of the dielectric constant 

by screening.  The longitudinal acoustic mod? in particular will be 

reduced in energy by the presence of a large number of conduction 

electrons [73].  As was shown above, if this mode softens from an 

^ CD 

c 
c 

average value of x = p=— = 1.0 to x = 0.3 this would contribute one 
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half of the latent heat.  The rest of the latent heat could be con- 

tributed by softening of other modes and the electronic contribution. 

Another possible mechanism might involve the softening of modes which 

correspond to optical vibrations of the paired cations. 

We feel that the model described above is consistent with all 

of the experimental information now available and is more satisfac- 

tory than any of the other models which so far have been presented. 

There is, of course, still some uncertainty concerning the reason 

for the softening of the lattice modes in the metallic state, and 

suggestions for further work are discussed in the next section. 

h.     Summary of the Results of this Investigation and 

Suggestions for Further Work 

This investigation has resulted in several new experimental 

results and in a better understanding of some of the properties of 

V2O4.  In this section we will review these results and then suggest 

further work which would help to clarify some of the problems which 

are still outstanding. 

One of the results of this investigation has been the growth 

of better crystals with a higher resistivity ratio than had been 

previously available.  The conductivity, reflectivity and transmission 

of these crystals was measured both above and below the transition 

temperature.  Conductivity measurements were also made during the 

transition process.  An optical absorption edge was found in the low 

temperature state and its temperature dependence was carefully measured 
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near the transition temperature. The dependence of the semiconduct- 

ing conductivity and the transition temperature on uniaxial stress 

was also determined. 

These measurements and the recent experimental and theoretical 

work of other investigators has resulted in a better understanding 

of the properties of V2O4.  The high temperature state appears to 

have a partly filled conduction band and metallic conductivity. The 

mean free path is short, however, and correlation effects are probably 

present.  The low temperature state is probably described by one 

ele"tron band theory and is characterized by the fact that the 3d 

electrons are localized in pair bands.  Correlation effects are 

probably present and account for the extremely low mean free path. 

The measurement of the temperature dependence of the energy gap shows 

that a transition in which the number of carriers avalanches such as 

is described in the second order Adler-Brooks theory [43], in the 

theory of Falicov and Kimball [5k],  or  in the Fröhlich theory as 

discussed by Hyland [37] is not present. A thermodynamic analysis 

was performed which suggests that the transition is best characterized 

as being due to the difference in Helmholtz function F = IT - TS between 

two phases with different crystal structures, band structures, and 

phonon spectrums.  The change in the phonon spectra and the change 

in the band structure were said to be related since the electron- 

phonon interaction is large, and a model relating the change in the 

phonon spectrum to the change in the number of carriers via screen- 

ing effects was suggested. 
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We will now present some suggestions for further work which would 

help resolve some of the outstanding problems. We can not think of any 

experiments which would make a big difference in our understanding of 

the metallic state. There are two areas of investigation that would 

help in understanding the properties of the low temperature phase. 

First, a better theoretical understanding of the properties of materials 

with low values of mobility would help in interpretation of the experi- 

mental data.  Second, the growth and measurement of high quality doped 

crystals would also be quite informative.  A systematic investigation 

of the electrical, magnetic, and optical properties of such crystals 

should give some insight into the behavior of VsC^ below the transition 

temperature and might reveal whether or not the conductivity is intrinsic. 

There are two main areas of investigation which would contribute to a 

better understanding of the transition mechanism.  First, the proper- 

ties of the phonon spectrum above and below the transition temperature 

should be investigated using techniques such as Raman scattering, 

speed of sound, X-ray diffraction, neutron scattering, and high tem- 

perature specific heat measurements.  This would help to reveal what 

part the lattice plays in the transition.  Second, the transition 

should be studied in tungsten doped V2O4 and in the Magneli phases. 

One percent of tungsten lowers the transition temperature by 80ÜC 

and the reason for this large effect shoulc1 be determined.  The Magneli 

phases are crystal structures which are very closely related to the 

rutile structure and many of them have transitions.  A comparison of 

the properties of these phases to the properties of V2O4 might help to 

clarify the transition mechanism. 
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Chapter VI 
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